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The Role of Reasoning and Persuasion
in the Legal Argumentation

by

Richard R. Orsinger
Board Certified in Family Law
& Civil Appellate Law by the
Texas Board of Legal Specialization

I. INTRODUCTION. The work of a
lawyer, as counselor and advocate, involves
reasoning and persuasion. Likewise, the work
of a judge, in arriving at and articulating
decisions, involves analysis and persuasion.
This Article examines the logical part of legal
reasoning and historically-recognized
techniques of persuasion. The Article covers
formal logic, informal logic, rhetoric, and
selecting and applying legal rules. The
principles run from ancient Greece, through
the Middle Ages, to today, as do the
examples.

An equally important topic is the psychology
of forming opinions and making judgments,
which impacts both logic and rhetoric. The
psychological and neuro-psychological study
of reasoning processes is examined briefly in
this Article.

Underlined terms appear in the Glossary at the
end of the Article. Further explanations and
citations to supporting authority are in
endnotes." Some endnotes also contain links
to follow if you want to explore a topic
further.> To avoid ambiguity, terms with a
special meaning in Logic or Rhetoric are
capitalized, to distinguish their special
meaning from the meaning accorded those
terms in ordinary speech. By convention,
writers on Logic put logical Propositions in
quotation marks, and put the punctuation
required for the surrounding sentence outside
the quotation marks, so as not to confuse the
rules of sentence construction with the logical

concepts. That convention is followed in this
Article.

Il. USEFULNESS OF THE TOPIC. This
Article covers descriptions of logical
processes and argumentation techniques that
span some 2,300 years. The reader might
reasonably ask, as to any one or even all of
these topics: “What does this have to do with
my law practice, or my role as ajudge?” After
four years of high school, at least four years of
college, three years of law school, and a
decade or more of working in the legal field,
we all have learned how to think logically and
how to speak or write in order to persuade.
Much of what we know about logic and
persuasion was acquired implicitly, as a side-
effect of studying or doing something else.
Like knowing how to ride a bicycle or how to
swim, it is easier to do it than to explain how
to do it’ This Article has a different
perspective. In our jobs we reason and argue;
in this Article we explore the ways we reason
and argue. Since the human brain has not
changed very much for at least the past 40,000
years,* many of the insights into the reasoning
and argumentation process, achieved a
decade, a century, and even two millenia ago,
are as valid and applicable today as they were
when they were first announced. In this
Article these insights are sometimes placed
into historical context, which puts a human
face on the abstract concepts, gives tribute
where it is due, and shows how enduring these
insights really are. While many examples are
taken from the law, the reader must either



enjoy or excuse periodic digressions into
philosophy, science, and history generally,
since some of the most interesting examples
of logical thinking and rhetorical technique
are in those domains.

Understanding the rules of Logic and
principles of Rhetoric allows us to approach
legal problem-solving and persuasion in a
more methodical and consistent way. It allows
us to construct good arguments, and identify
bad arguments, more effectively. If your
purpose is to transmit your thoughts through
communication into the minds of listeners,
then knowing how people listen and think can
help you do this. If your purpose is to win
over an audience, then knowing how to reach
their feelings will help you do this.

Speaking of Logic, Gottfried Leibniz said:
“This language will be the greatest instrument
of reason,” for “when there are disputes
among persons, we can simply say: let us
calculate, without further ado, and see who is
right.”” Logic’s strength is its weakness,
however. Albert Einstein commented: “Logic
will get you from A to B. Imagination will
take you everywhere.” Perhaps later someone
will write an article on the role of imagination
in the legal process.

In the present discussion, Logic and Rhetoric
are considered as they apply to legal
reasoning and legal argumentation.
Approaches to interpreting case law and
interpreting statutes have developed along
different lines. Each are discussed separately.
The general principles of reasoning and
persuasion are discussed.

I11. THEIMPORTANCE OF INTUITION.
Before we go deeply into Formal Logic and
Rhetoric, we should mention the
psychological theory that people have two
different ways of reasoning, each
fundamentally different from the other. This
view is called the dual-process theory of

reasoning. According to this view, one
approach to reasoning and decision-making is
based on logic and the other is based on
intuition. As stated in a recent psychological

paper:

Traditionally, logical thinking and
intuition have been viewed as rival
modes of thought. The former is
deliberate, achieving accurate and
justifiable representations of the world,
and the latter is ineffable, producing
best-guess answers to problems without
any discernable effort.”®

Dividing man’s being into the rational and the
emotional goes at least as far back as
Aristotle.” The modern psychological view
that there are two ways of assessing situations
can be traced back to William James in 1890.
James contrasted analytical deliberation with
an experiential-associative type of thinking.
Sigmund Freud beginning in 1900. Freud
contrasted a conscious and rational approach
with an unconscious and associative
approach.® In 1994, Seymour Epstein
developed a theory that the personality
consists of two parallel systems, one a
nonexperiential information processor that is
rational, free of emotion, abstract, and
analytical, and the other that is an experiential
information processor that is emotionally
driven, “encoding experiences in the form of
concrete exemplars.” Epstein hypothesized
that these two approaches developed in
evolutionarily-distinct ways, and were
adapted to solve different types of problems.
He believed that the rational facility
developed more recently on the evolutionary
scale than the experiential-based one.”” A
more recent theory differentiates implicit
reasoning from explicit reasoning. Implicit
reasoning involves the creation of a set of
abstractions or inferences without a conscious
awareness of the process. These abstractions
occur unintentionally and are beyond
conscious control. However, these processes



can be developed and strengthened through
frequent repetition so that they become
“enduring, well defined, and stable through
repeated use.”'! In contrast, explicit reasoning
involves the use of abstractions and inferences
of which the mind is consciously aware, and
that are susceptible to conscious control. They
can be reliably recalled from memory because
they are stored in “working memory.”"
Currently there is a robust interest in the idea
that there are two ways of reasoning, one
intuitive and the other rational, which in the
literature have come to be called “System 1"
(fast, intuitive, associative, pragmatic) and
“System 2” (slow and rational, using more
brain capacity, subject to conscious control).
This model of the process of assessing the
world (including arguments) suggests that the
formal methods of Logic are important in
argumentation, but that the less-logical or
non-logical components of persuasion that are
addressed through Rhetoric are also important
in argumentation.

IV. THE COMMON LAW. Since this
Article operates against the background of
legal reasoning, it begins with that
background which is the Common Law. The
Common Law has its roots in pre-historic
Britain. As a result of successive invasions,
the customs of the indigenous people of
Britain were intermixed with the practices of
the Romans, the Picts, the Saxons, and the
Danes, but there was never a formal exchange
of one system of laws for another."’ By the
beginning of the Eleventh Century, England
had three principal systems of law: the law of
the ancient Britons, which prevailed in some
midland counties and west toward Wales; the
law of the Saxons, in the south and west of
England; and Danish law, in the midlands and
along the eastern coast of the island."* The last
Saxon king, Edward the Confessor, extracted
from these separate systems a sketchy but
uniform law for the entire Kingdom, and so it
was when William, Duke of Normandy,

established the foothold for his invasion of
England, at Hastings in 1066."

At the time of the Norman Conquest, the law
of England was a loosely-integrated form of
feudalism, based primarily on an hierarchy of
mutual obligation between the common man
and his local lord, between the local lord and
his overlord, and between the overlord and the
king. Upon the success of his cross-Channel
invasion of England, William the Conqueror
replaced the Anglo-Saxon overlords with his
military cohorts, while leaving the basic
structure of Anglo-Saxon feudalism in place.
The pre-existing political structure of Anglo-
Saxon England was so decentralized that a
succession of Normal kings struggled to
impose Norman ways across England with
uneven effect. William I brought with him the
French language, the Catholic church, and the
vestiges of Roman Civil law. But the English
common law “weathered the rude shock of the
Norman Conquest,”'® and the foundation of
modern English law was thus an amalgam of
pre-Norman institutions and France’s version
of Canon Law and Roman Civil Law. Because
England was, as-it-were, on the periphery of
the civilized world, even after the Conquest
English law developed independently from
the law developing on the Continent of
Europe. Just like the English language
generally, English legal writing reflected a
mix of Anglo-Saxon, Latin and French
concepts and terms. Additionally, post-
Conquest England suffered from a succession
of absentee-kings, dethronements, and
institutional struggles as the kings
consolidated power at the expense of the
feudal lords, all of which impaired the
development of a uniform, top-down legal
infrastructure. To a greater extent than
elsewhere in Europe, in England the law
accepted by the population developed from
the bottom up, based on the rulings of
individual judges in specific cases that
eventually gained recognition as authoritative
statements of the law.



Henry II, in the 1100's, succeeded in making
inroads into the legal authority of local lords,
by adopting statutes that centralized the
English legal system through establishing a
“permanent court of professional judges,” and
by sending “itinerate judges throughout the
land,” and by establishing new procedures
such as writs that allowed the removal of
court actions from local courts to royal
courts.'” Henry’s efforts centralized the law
and made it uniform, and thus “Common” in
the sense of shared throughout the realm.
However, Henry II’s changes were more to
the structure of the legal system and not the
content of the laws, so that the individual
decisions of judges still developed the law
incrementally.'® The common law of England
evolved into a mixture of disconnected royal
decrees and enactments of Parliament (many
merely codifying existing common law
principles), court rulings recorded in
inaccessible registers, local practices that
varied widely, and settled customs developed
by people as they went about their daily lives
without the benefit of legal oversight.
Periodically, a legal thinker would undertake
to organize and restate the law, as Sir Thomas
Littleton did in 1481, with his three-volume
work on real property rights, called The
Tenures (written in Law French),” and as
Edward Coke later did with his four volumes
of Institutes on the Lawes of England,
published from 1628 to 1644.*° However,
even treatises on the law that were written in
English were obtuse, dominated by procedural
considerations, and riddled with archaic
French and Latin phrases, all of which served
as a barrier to the uninitiated. By the
Eighteenth Century, the works of earlier
jurisprudes like Glanvil,? Bracton,” and
Britton” were out-of-date, and efforts to
update them had merely engrafted later
developments on their outdated conceptual
frameworks.** The legal writings of Francis
Bacon, while insightful, were idiosyncratic
and disjointed.”® Coke’s work was rich in
detail but lacking in organization.”® Cowel’s

Institutions was written in Latin and patterned
after the wholly dissimilar laws of the Roman
Emperor Justinian.”” Finch’s Discourse of
Law was comprehensive, with valuable
examples, but by the mid-1700s had been
made obsolete by changes in property law and
legal procedure.?® Another grouping of legal
treatises, called “abridgements,” contained
explanations, or one-sentence digests of case
holdings, relating to various legal principles
that were listed in alphabetical order, making
them useful as reference works for lawyers
and judges, and students receiving instruction
in the law at one of the London’s Inns of
Court or Inns of Chancery,” but not to other
persons interested in the law. None of these
works presented a cohesive view of how the
parts of contemporary English law fit together
into a whole.

All of this changed in 1753, due to William
Blackstone, an unsuccessful barrister who had
been passed over as a candidate to fill an
endowed professorship on civil law at Oxford
University, but who had enjoyed successes in
various administrative jobs and held a
fellowship at All Souls College, Oxford.*
After seven years of practicing law,
Blackstone had concluded that he did not have
the gifts necessary to plead cases in court, and
that his strength was “the thinking theoretical
part” of the law.’' He resolved to conduct a
series of private lectures on English law,
directed at University students who intended
to become lawyers, as well as to interested
members of the public.’> Blackstone
“therefore made it is his first Endeavor, to
mark out a Plan of the Laws of ENGLAND, so
comprehensive, as that every Title might be
reduced under some or other of it’s general
Heads, which the Student might afterwards
pursue to any Degree of Minuteness; and at
the same time so contracted, that the
Gentleman might with tolerable Application
contemplate and understand the Whole.”*
When his preparations were complete,
Blackstone advertised that, in four lectures, he



would “lay down a general and
comprehensive plan of the Laws of England,
to deduce their History; to enforce and
illustrate their leading rules and fundamental
Principles; and to compare them with the
Laws of Nature and other Nations; without
entering into practical Niceties, or the minute
Distinctions of particular Cases.”* The
registration fee for the four lectures was six
guineas.”

On June 23, 1753, in the dining hall at All
Souls College, Blackstone delivered his first
lecture, to great success. As his lectures
continued, Blackstone realized--

That, in a Course of oral Lectures, on a
Science entirely new, and sometimes a
little abstruse, it was not always easy for
his Audience so far to command their
Attention, as at once to apprehend both
the Method and Matter delivered: And,
whenever, through Inattention in the
Hearers, or (too frequently) through
Obscurity in the Reader, any Point of
Importance was forgotten or
misunderstood, it became next to
impossible to gather up the broken Clue,
without having some written
Compendium to which they might resort
upon Occasion.*®

Blackstone therefore issued in 1754 a syllabus
of his lectures, called An Analysis of the Laws
of England, which amounted to a taxonomy of
English law, drawn heavily from Matthew
Hale’s Analysis of the Law (1713).>" In 1756,
Charles Viner, an Oxford-educated lawyer
who had authored a highly successful
alphabetically-arranged 23-volume General
Abridgment of Law and Equity,*® died and
bequeathed £ 12,000 and the copyright to his
Abridgment to Oxford University, to endow a
chair on English Law (the first chair on
English law at any English university). In
view of the success of his private lectures,
Blackstone secured the initial appointment to

that Chair on October 20, 1758. Blackstone
read his first Vinerian lecture on October 25,
1758, entitled A Discourse on the Study of the
Law.’® In this 37-page lecture, Blackstone’s
stated purpose was to “demonstrate the utility
of some general acquaintance with the
municipal law of the land, by pointing out its
particular uses in all considerable situations of
life.”* He compared the study of law in the
university setting favorably to the then-
degraded circumstances of the Inns of Court
and Inns of Chancery, outlined the benefits
“to the science of law itself” that could result
from University study, and concluded by
stating his intent to follow the outline in his
Analysis of the Laws of England in presenting
a course of study whereby “gentlemen of
independent estates and fortune,” who did not
intend to become lawyers, could acquire a
suitable knowledge of the law in a single
year."!

As his Vinerian lectures continued, and boot-
legged versions of his lectures began to
circulate and to be illicitly sold for profit,
Blackstone compiled his lectures and writings
on English law into a four-volume treatise,
entitled COMMENTARIES ON THE LAWS OF
ENGLAND,* that was published from 1765 to
1769. Volume I begins with a description of
Blackstone’s philosophical perspective on the
nature of law in general, drawn heavily (and
without attribution) from the writings of the
Catholic theologian Thomas Aquinas.*”
Blackstone defined “law” as “a rule of action
dictated by some superior being.”** The
physical world is governed by “the law of
nature,” such as the laws of gravity, optics,
and mechanics (expounded by the English
Scientist Isaac Newton in the 1600s), that
were imposed by the supreme being when he
created the universe and set things in motion.
When applied to the affairs of man, the law of
nature reduces to this: the creator has “so
intimately connected, so inseparably
interwoven the laws of eternal justice with the
happiness of each individual” that one could



not be attained without the other. Blackstone
asserted that what tends to man’s real
happiness is part of the law of nature, and
what is destructive of man’s real happiness
“the law of nature forbids.”” He continued:
“This law of nature, being coeval with
mankind, and dictated by God himself, is of
course superior in obligation to any other. It is
binding over all the globe in all countries, and
at all times: no human laws are of any
validity, if contrary to this.”*® Blackstone
wrote that the limitations of human reason
make it difficult to discern how the law of
nature is applied to the affairs of man, so the
creator assisted in this discovery process by
divine revelation, reflected in the holy
scriptures. Blackstone asserted that, upon the
law of nature and the law of revelation,
depend all human laws.” From these two
sources, he said, derive the law of nations, and
the laws of each particular nation.*®

The law of a particular nation, which
Blackstone called “municipal law,” is a “rule
of civil conduct prescribed by the supreme
power in the state.”*’ Blackstone subdivided
municipal law into constituent parts and
prioritized them in a hierarchy from the
greatest to the least. He differentiated
common law from statutory law. English
common law consists of general customs
(observed everywhere), particular customs
(observed in only parts of England), and
particular laws (observed only in certain
courts and jurisdictions).”® To be valid,
particular customs must meet seven criteria.
They must: originate beyond the memory of
man; be continuous; have been acquiesced in;
be reasonable; be certain; be compulsory; and
be consistent.’' In passing, Blackstone stated
rules of statutory construction®® and the
doctrine of stare decisis,’® with its exceptions.

Blackstone progressed to a discussion of
particular municipal laws of England. He
divided these into four categories: two
categories of rights and two categories of

wrongs. Book I includes the rights of persons,
from the King on down to the common man.
Book I also discusses the relationships of
husband and wife, master-servant, and
guardian and ward. Book II discusses the
rights in things (property rights), primarily in
land but including personal property. Book I1I
discusses private wrongs (torts). Book IV
deals with public wrongs (primarily criminal
law).

Blackstone’s COMMENTARIES were
immediately and immensely popular, going
through a number of printings in short period.
The books sold well in America, too, with the
first printing of 1,400 copies in 1771 selling
out quickly. After a period of time had passed,
American law professors began to publish
their own versions of the COMMENTARIES,
with annotations and footnotes to the
constitutional, statutory, and case law of their
states. The first was William & Mary Law
Professor St. George Tucker’s annotated
version, called “Tucker’s Blackstone,”
published in 1803, which reoriented the work
from a monarchical to a constitutional
government and tied it to the laws of
Virginia.”* THE COMMENTARIES had a
profound effect on American law,” with
Blackstone’s concept of natural law as a limit
on the power of government finding
expression in the Declaration of
Independence™ and the Federalist Papers.’’
The COMMENTARIES were cited in ratification
conventions for the U.S. Constitution, as well
as in Chief Justice Marshall’s Opinion in the
landmark case of Marbury v. Madison.*®
Blackstone’s concept of the balance in
governmental power, which for him meant the
King versus Parliament versus the courts,
found its expression in the checks and
balances of the U.S. government, and the
division of authority between the federal
government and the states. Blackstone’s
recognition of the writ of habeas corpus™ and
the prohibition against ex post facto laws®
garnered explicit mention in the U.S.



Constitution. Of course, Blackstone did not
invent these concepts himself. But he
organized them into a logically-structured
whole, and set them out in readable fashion, in
a conveniently portable and affordable format.
Unlike other intellectual forbears of the
American Revolution and government, such
as Rousseau, Montesquieu, and Locke,
Blackstone merged philosophical principles
and legal doctrines into a kind of “applied
philosophy of law” that penetrated the
thinking of the men who created the post-
colonial governments in America.

As the American frontier pushed westward,
the COMMENTARIES moved with it, serving as
a substitute for large, private law libraries that
were non-existent in communities west of the
Appalachian Mountains.”" Because the
COMMENTARIES could be read and understood
by persons with no background in the law,
they became the favorite vehicle for self-study
by many Americans aspiring to become
lawyers without a university education or a
lengthy apprenticeship, ranging from Patrick
Henry to Abraham Lincoln.®

The view that the common law is a body of
principles, that can be discerned with careful
analysis, was espoused not only by
Blackstone but also by many that followed
him. It continues to be the way law is taught,
and the way law is applied, through today.

V. LEGAL REASONING (OVERVIEW).
Following the paradigm of scientific inquiry
developed in the Sixteenth, Seventeenth, and
Eighteenth Centuries, it became accepted
among legal thinkers in Nineteenth Century
America that legal reasoning was governed by
an analytical process akin to the formal
deductive logic first elucidated by Aristotle,
where rules of law were applied to specific
facts to arrive at the correct result. As noted
above, Blackstone’s COMMENTARIES
facilitated this approach, by assembling a
disparate array of common law principles into

a compact and accessible format, which
became widely disseminated in the United
States as a “body of law.” As societal
institutions modernized, and a self-sufficient
agrarian economy was replaced with an
economy based on manufacture, trade, and
services, new legal principles had to be
developed to accommodate these new
activities. Due to the federal nature of the
United States of America, with each state
being sovereign in its own geographical
region, the common law developed in the 19"
century in different states at different paces,
without the cohesion that would have resulted
from a unified legal system.

Beginning in 1870, when Professor
Christopher Columbus Langdell introduced
the “case method” of study in his Harvard
Law School contracts class, the view
developed that legal reasoning was more akin
to inductive logic, where principles of law
could be inductively discerned from analysis
of the appellate court decisions of England
and of various American states and the
principles could then be applied to new cases
in a deductive fashion.”® Prior to Langdell,
American authors of legal treatises on, for
example, contract law used the “manual
method,” which grouped cases around
particular factual components of situations,
such as contracts with inkeepers, as
distinguished from contracts with “drunkards,
spend thrifts, seamen, aliens, slaves, infants,
married women, outlaws,” each of which was
differentiated from the others.®* Langdell, in
contrast, thought that the “manual method”
presented a small number of fundamental
legal doctrines under different guises that
were no more than confusing repetitions of
each other.” Langdell suggested: “If these
doctrines could be so classified and arranged
that each should be found in its proper place,
and no where else, they would cease to be
formidable from their numbers.”*® Whereas
William Story’s 1844 treatise on contract law
contains seventy-seven divisions and



subdivisions of contract law, Langdell greatly
reduced this number, and refocused contract
law on basic principles such as offer,
acceptance, consideration, and conditional
contracts.”’

The view that the common law consisted of
rules that must be understood and applied in
an analytical fashion, came to be known as
“legal formalism.” Legal formalism was
condemned by Oliver Wendell Holmes, Jr., in
his famous 1897 Harvard Law Review article
The Path of the Law,®® which harbingered the
change in perception of the legal process from
the application of a fixed body of rules (what
Holmes called a “brooding omnipresence in
the sky”)® to the process of adapting existing
legal principles and inventing new ones in
order to keep pace with developing practices
in society.”” In 1906, Nebraska College of
Law Professor Roscoe Pound (later Dean of
Harvard Law School) spoke out against what
he called “mechanical jurisprudence,” and
argued that rules of law should be evaluated
based on the social interests they served.”' In
1919, Yale law professor Arthur L. Corbin
wrote of the changing nature of legal
principles.” In 1949, Chicago Law Professor
Edward Levi, in his book, AN INTRODUCTION
TO LEGAL REASONING, rejected the idea that
“the legal process is the application of known
rules to diverse facts.”” Instead, he said “[t]he
basic pattern of legal reasoning is reasoning
by example. It is reasoning from case to
case.”™ Professor Levi thus saw legal
reasoning to be not deductive reasoning but
rather as analogical reasoning. The writings of
Justice Holmes, Dean Pound, Professor
Corbin, Professor Levi, and others, paralleled
the rise of the Legal Realism movement of the
first half of the Twentieth Century, which
disavowed the view of the law as a system of
abstract principles, and suggested that the role
of judges was to resolve legal disputes in a
manner consistent with contemporary
practices and a modern sense of justice. These
and other developments resulted in the

traditional view that Logic was the central
element of legal reasoning being replaced by
the view that judicial decisions were nothing
more than the exercise of political power.”
Since under this “modern” view lawyers could
make policy arguments to justify departing
from precedent, the importance of political
considerations, social values, ingenuity, and
persuasive techniques in the practice of law
was greatly increased. Logic was not
abandoned, but it was relegated to the status
of one of several tools the lawyer could use to
persuade the decision-maker.

In recent times, an analytical method called
Informal Logic has been proposed as more
accurately describing the way people actually
go about the reasoning process than the rigid
structures of formal Aristotelian logic. This
Article discusses the principles of formal and
informal logic adapted to legal reasoning.Yet
another approach considers legal analysis as a
process of determining and applying the
appropriate legal rules and exceptions to rules,
to resolve a legal dispute. No single approach
to legal reasoning can claim to be sufficient,
since these models are at best over-
simplifications of a complex reality. Human
reasoning has more aspects than any one
approach can capture.

A. FORMAL LOGIC. Formal Logic has
been divided into two parts: Deductive Logic
and Inductive Logic. To that some writers
have added a third: Reasoning by Analogy,
although some say that Reasoning by Analogy
is just a special instance of Inductive Logic.
Also, since the work of Blaise Pascal and
Pierre de Fermat in the 1600s, Reasoning with
Probabilities has become an important part of
Logic.

1. Deductive Logic. As expounded by the
ancient sage Aristotle, Deductive Logic is a
method of using known truths to arrive at
absolutely certain conclusions. Aristotle used
what is called Syllogisms to frame issues in




the form of formal propositions, where two
overlapping Premises necessarily lead to a
Conclusion. Judges and lawyers seldom
explicitly frame legal issues as Syllogisms. It
can be helpful, however, to put the issues of a
legal problem into the form of Syllogisms, so
that the logical components of the legal
problem are more evident and can be more
readily evaluated.

In modern times, Deductive Logic is more
often expressed in terms of Aristotle’s other
form of Deductive Logic, involving two ideas
linked in a conditional relationship called
Implication. In this approach, logical
arguments take the form “P implies Q,”
meaning that an Antecedent “P” is connected
to a Consequent “Q” in such a way that if “P”
is proven to be true then it necessarily follows
that “Q” is true. In addition to this rule of
proof, Logic also provides a rule of disproof:
if the Implication that “P implies Q” is Valid,
then proving that “Q” is false establishes that
“P” is false. The foregoing rule of proof and
rule of disproof are powerful tools in the
reasoning process.

Implications abound in legal reasoning.
Sometimes Implications are explicitly stated,
as when jury instructions state evidentiary
presumptions by which the proof of one fact
allows or requires a certain conclusion.
Sometimes Implications are implicit, like the
sign in a convenience store that says “We
Card Everyone,” meaning that if you are
under 21 years of age then you may not buy
alcohol. It can be very helpful to break a legal
problem down into 1its underlying
Implications, so that the Antecedents and the
Consequents, and the relationships between
them, can be evaluated.

2. Inductive Logic. It is often said that
deductive reasoning moves from the general
to the particular, while inductive reasoning
moves from the particular to the general. This
is usually but not always the case. It is also

said that deductive reasoning draws a
Conclusion from things that are already
known in the Premises, while inductive
reasoning draws a Conclusion about
something that is not already known from the
Premises. Inductive Logic operates by
examining multiple occurrences, using
creativity or a “hunch” to propose an
explanatory or unifying underlying principle
stated as a hypothesis, and then subjecting the
hypothesis to testing to determine its validity.
It is the accepted view that inductive
reasoning cannot establish principles with
logical certainty, but only with probability,
albeit sometimes with a high degree of
probability. Since the 1800's, inductive
reasoning is often expressed in terms of
probability. Some probabilities can be arrived
at using probability theory, but others can
only be reached by statistical analysis of data.
Probability theory and statistical analysis have
come to dominate discussions of Inductive
Logic. Statistical data on the outcomes of
legal disputes is usually not captured, either at
the aggregate level or on a court-by-court or
judge-by-judge basis, despite the fact that
such information would be immensely helpful
in predicting outcomes of legal disputes.
Statistical analysis has not yet been widely
applied to legal decision-making and the
extensive work describing inductive reasoning
in terms of probability and statistics is not yet
readily applied to legal issues. But the
fundamental approach of Inductive Logic can
be applied to legal reasoning, and it is this
aspect of Inductive Logic that is addressed in
this Article.

3. Reasoning With Probabilities. Reasoning
with Probabilities has replaced the old Logic
in those areas of concern where the matters
being considered cannot be determined with
certainty, but can be quantified (i.e., expressed
in numbers) and subjected to mathematical
processes. Deductive Logic declares that
Propositions are either True or False, based on
Premises that are either true or false. This



two-valued (“bivalent”) Logic did not work
with Premises that are partly true and partly
false, or Propositions that are sometimes True
and sometimes False. If a Premise that is
partly true and partly false can be restated in
narrower terms, to include only the “trues”
and none of the “falses,” then the old Logic
could still be used. However, in some
situations advancing knowledge required that
the revised Premise exclude so many
exceptions that it lost its utility in supporting
Propositions. The same process was applied to
Propositions that were sometimes True and
sometimes False. If the Proposition could be
narrowed in scope to include only certainties,
the old Logic could still be used. But there
were instances where no amount of narrowing
could reach a place where the Proposition was
always either True or False. In situations
where the Proposition was unavoidably
sometimes True and sometimes False, then the
old Logic could not be applied. When
probability theory was developed in the
1600s, the mathematicians stepped forward to
quantify uncertainties, and the logicians
followed in the 1800s and 1900s with logical
systems that could handle probabilities as well
as certainties. This opened Logic up to the
potential of deducing probable Conclusions
from possible Premises, and gave the methods
of reasoning developed under the old Logic a
role in a wider ranges of situations, ranging
from predicting the most likely position of an
electron to predicting the likely choice a
person would make in a given situation.
Probabilities have their application in law, as
when a psychiatrist testifies to the likelihood
of future dangerousness in a capital murder
case, or when the Supreme Court is evaluating
the constitutionality of continued detention of
a person convicted of a sexual crime after he
has completed the term of his criminal
incarceration. In this Article, the basics of
Reasoning with Probabilities are discussed,
but extensive discussion is left to the
mathematically-minded.
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4. Reasoning by Analogy. Reasoning by
Analogy is an analytical process that attempts
to associate a new item with a familiar item
that has already been classified, or attempts to
associate a new problem with a familiar
problem that has already been solved. If the
similarities between the new and the old are
judged sufficient, then the classification or
rule used for the old item or problem is
applied to the new one. This process is
applied whether it is a nuclear physicist
considering a new subatomic particle created
with a gigantic particle accelerator, or a
zoologist classifying a new insect discovered
in the rain forest, or an astronomer classifying
a new galaxy discovered with a more
powerful telescope. Reasoning by Analogy is
also used when a legal dispute does not
clearly fall under an existing rule of law, so
that the judge must compare the new case to
various older cases until s/he finds the closest
fit, and uses the rule from the old case to
resolve the new one. Reasoning by Analogy
also occurs when a judge is called upon to
interpret a vague or ambiguous statutory
provision, which may require her or him to
compare the statute in question to other
statutes in search of a consistent meaning.

B. INFORMAL LOGIC. Informal Logic
started in the 1960s as an effort to make Logic
more relevant to the kinds of arguments that
occur in ordinary conversation. The goal was
to develop a logic that can be applied to
everyday reasoning. While the focus is still on
establishing premises that lead to a
conclusion, there is no requirement (like there
is in Deductive Logic) that premises be
absolutely true before a sound argument can
be made. Informal Logic is willing to accept
the possibility that an illogical argument may
be a useful starting place on the road toward a
better argument. Additionally, since exactness
and logical necessity are not a requirement for
Informal Logic, people can make acceptable
arguments that are based on approximations
and likelihoods. Informal Logic finds



examples of acceptable arguments in the
media, in political speech, in advertising, and
not just in the rigidly-structured hypothetical
examples typically used in formal Logic.

C. A RULE-ORIENTED APPROACH.
Deductive reasoning, inductive reasoning, and
reasoning by analogy, come together in legal
reasoning. Legal reasoning can be seen as a
logical process in which problems are
resolved by (i) determining the correct legal
rule to apply, and then (ii) applying that rule
to resolve the dispute at hand. The rule-
centered approach has two phases, “rule
selection” and “rule application.”

Rule selection requires the lawyer or judge to
discern which of the great welter of legal
principles would best be applied to resolve a
legal problem. A lawyer’s or judge’s
awareness of these rules could come from law
school, or from prior experience, or from
research in the particular case, or from the
arguments of opposing counsel. Broad
knowledge of the law, and broad experience
with the law, and good research skills, and
creativity, and good advocacy, all play a part
in the rule selection process.

The rule-application process is more tightly
connected to the facts of the specific case. If
the facts are in dispute, then rule-application
gets into non-logical considerations like
whether a witness’s memory is accurate,
whether a witness is lying, whether a
signature is genuine, and the like. In this
domain, human emotions, and the techniques
of comedy and drama and entertainment and
persuasion, compete with and can even
outweigh logic. Where the rule finally applied
in the case requires the trial judge to exercise
discretion, then even when the law and the
facts are determined there is still the issue of
how the judge might be persuaded to exercise
that discretion. In the realm of rule-
application, natural-born persuaders contrast
with those who have studied the art of
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persuasion, and persons who act on intuition
contrast with those who act based on their
study of human psychology.

Having just neatly divided the legal reasoning
process into two phases, it 1S necessary to say
that the process of rule-determination is not
really divorced from the process of rule-
application. The nature of the dispute and the
facts of the case are used to narrow the range
of rules that might be selected to resolve the
dispute. In some instances, anticipating how a
legal rule will affect the outcome of a case can
influence or even determine what rule is
selected, so that anticipation of the rule-
application process becomes part of the rule-
selection process. Likewise, anticipating what
rule will be applied when a dispute eventually
winds up in court can influence how
individuals act as the underlying dispute is
developing long before the dispute makes its
way to a courtroom. In that instance, rule-
determination can influence what the facts
will be when the rule application process
eventually occurs. So in actuality rule-
determination and rule-application can be
interactive and interdependent. This Article,
however, will treat the simpler case where the
rule-determination precedes and is not
influenced by rule-application.

This rule-oriented approach to legal reasoning
is taken up in more detail later in this Article,
after formal logic and informal logic have
been explored.

In a broad sense, Logic was developed as a
way to help people think and speak more
effectively. The principles were originally
derived from a study of successful reasoning
techniques, used in philosophical discourse
and persuasive speaking. Thus, from the
beginning Logic was tied to the way people
communicate, and this tie persists to this day.

D. MODERNARGUMENT THEORIES.
Modern argument theories have recently



developed to describe how arguments are
presented in daily life. An important aspect to
the new approach is to view arguments as
“defeasible,” meaning that they are subject to
being refuted or abandoned as more data or
evidence are received. In this light, defeasible
arguments are provisional, and make no claim
to conclusive force as does Deductive Logic,
or even to the strength of many examples or
reliance on statistics and probabilities as in
Inductive Logic. Modern argument theory
follows the premises-conclusion or
antecedent-consequent forms of Logic, but
with no guarantees as to the ultimate truth of
the Premises or the Conclusion. In this view,
an Implication may be seen as a working
hypothesis, treated as reliable unless and until
something better comes along. The idea of
Defeasible Arguments is a useful construct in
areas, such as the law, where there are rules of
law that have exceptions, and where the appli-
cability of a rule or exception depends on
evidence for and against that must be weigh-
ed. In such areas, some facts give rise to
general rule that is presumptively applied
unless and until additional facts give more
support to an exception to the rule or to an
alternate rule.

V1. FORMAL LOGIC. As Logic was born
of the intellectual analysis of the way people
communicate, Logic eventually settled on the
form of the reasoning process, and not the
content of what was said. Thus, Logic con-
cerns “Valid” and “Invalid” methods of rea-
soning. Logic emphasizes the relationship
between two or more concepts, as opposed to
the relationship between concepts and reality
(which would be philosophy or science), or
the relationship between concepts and audi-
ences (which would be rhetoric or the arts.)”

This Article focuses on Propositional Logic,
which is a system for using Logic Operators
to connect Statements together into logical
Propositions, and to connect simple Proposi-
tions together into more complex Proposi-
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tions, and to construct logical proofs using the
tools of Logic Argument. Propositional Logic
approximates the way people talk and reason
about matters that arise in daily lives and
business.

A. ARISTOTLE. Aristotle of Stagira,
Macedonia, lived from 384 B.C. to 322 B.C.
His writings are the earliest comprehensive
study of Logic that has survived to today,
perhaps because--as Aristotle himself
claimed--his were the first descriptive
writings on the subject. Aristotle was a
student of the philosopher Plato and a tutor of
the conqueror Alexander the Great of
Macedonia. Aristotle wrote on most subjects
of interest to the ancient mind. Aristotle’s
writing on Logic appear in six different
books: CATEGORIES, ON INTERPRETATION,
PRIOR ANALYTICS, POSTERIOR ANALYTICS,
ToricS, and ON SOPHISTICAL REFUTATIONS,
collectively called THE ORGANON. Thinkers
and writers of western Europe’s Middle Ages
seized on Aristotle’s works as a foundation
for their analysis of Logic, and Aristotle’s
ideas have remained foundational in the study
of Logic. Aristotle’s writing on Logic
emphasized deductive reasoning
(sullogismos), but in his writings on science
Aristotle discussed inductive reasoning
(epag0Og€). Aristotle characterized the two
types of Logic in this way:

All instruction given or received by way
of argument proceeds from pre-existent
knowledge. This becomes evident upon a
survey of all the species of such
instruction. The mathematical sciences
and all other speculative disciplines are
acquired in this way, and so are the two
forms of dialectical reasoning, syllogistic
and inductive; for each of these latter
make use of old knowledge to impart
new, the syllogism assuming an audience
that accepts its premisses, induction
exhibiting the universal as implicit in the
clearly known particular. Again, the



persuasion exerted by rhetorical
arguments is in principle the same, since
they use either example, a kind of
induction, or enthymeme, a form of
syllogism.”

Aristotle thus ties together Deductive Logic,
Inductive Logic, and Rhetoric. These three
topics are examined in this Article.

B. STATEMENTS, PROPOSITIONS,
AND ARGUMENTS. Some of the terms
used in Logic are words that have meanings in
ordinary usage, but also have special
meanings in Logic that are different from the
ordinary meanings of the same words. This is
true for the terms “Statement,” “Proposition,”
and “Argument” which are used throughout
this Article. This Article adopts a special
convention for the use of these terms. In this
Article, the word “Statement” is used to
describe a sentence, or part of a sentence, that
is used in a logical Proposition and can be
said to be true or false, measured against the
real world. The word “Proposition” refers to:
(1) a Statement that has been subjected to a
Logic operation; (i1) two or more Statements
that have been logically linked using a Logic
Operator; or (iii) two or more logical
Propositions that have been linked using one
or more Logic Operators into a Compound
Proposition (i.e., a Proposition consisting of
simpler Propositions). The word “Argument”
refers to a series of Statements or Propositions
that have been linked together to prove or
disprove a contention in accordance with the
rules of Logic.

Example: “A”, “B”, and “C” are individual
Statements, each of which can be true or false
(with reference to the real world). “A And B”
is an example of a Proposition, where two
Statements are logically connected by the
Logic Operator “And”. The Proposition “A
And B” is logically “True” or “False”
depending on the individual truth or falsity of
“A” and of “B”. “A and B together imply C”
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is an example of a compound Proposition,
where two Statements, that have been joined
together in a Conjunctive Proposition (to wit:
“A And B”), are logically linked to another
Statement in a more complex Proposition
called an Implication. Here the resulting
compound Proposition is that, “if A is true
and B is true, then C must be true.” An
example of an Argument would be a series of
Logic steps that demonstrate that, if “A” and
“B” imply “C”, and if “C” is false, then either
“A” 1is false or “B” is false, or both are false.

C. TRUTH, VALIDITY, AND
SOUNDNESS. In Logic, we deal with
truth/Truth (in both a factual and a Logic
sense), Validity, and Soundness.

1. True and False. Propositional Logic,
which is the focus of this Article, is
“bivalent,” meaning that Statements,
Propositions, and Arguments, must either be
factually true (or logically True) or factually
false (or logically False), not both and not
neither. This is a consequence of Aristotle’s
Law of Excluded Middle, discussed in Section
VIII.A.5. Logic systems that are not bivalent
have been devised that avoid some problems
that arise from bivalence, but they do not
easily correlate to normal speech and are not
covered in this Article.

When the terms “true” and “false” are applied
to Statements, they mean that the Statement
accurately reflects the real world, or it does
not. When the terms "True" and "False" are
applied to a Logic Proposition or Logic
Argument, they (confusingly) mean that the
Proposition or Argument is "logically True"
or "logically False," according to the rules of
Logic (which may differ from the way that the
real world operates). To avoid confusion
between the real world “true and false” and
Logic’s “True and False,” when "true" and
"false" are used in the ordinary sense (i.e.,
accurate in reality or not), they are in lower



case, and when they are used in the Logic
sense they are capitalized.

The Proposition that “All A is B” is True if
and only if every “A” is a “B”. Otherwise it is
False. The Proposition that "some A is B" is
True if and only if at least one “A” is a “B”.
The former Proposition (“All A is B”) can be
refuted by finding a single counter-example of
an “A” that is not a “B”. The latter
Proposition (“Some A is B”) can be refuted
only by considering every possible instance of
“A” and “B”, if that is even possible. Viewed
from the standpoint of making a persuasive
argument, the former type of Proposition
(“all”) is easier to refute than the latter
(“some”), and should be avoided if “some”
will suffice.

2. Valid and Invalid. Propositions and
Arguments can be Valid or Invalid. All
Propositions and Arguments start with a
Premise, or several Premises, and pass
through one or more reasoned steps that
conform to the rules of Logic, to reach a
Conclusion. A Proposition or Argument is
Valid only if, in every conceivable instance,
when the Premise is true the Conclusion is
true. It therefore follows that, if there is a
single instance where the Premise is true and
the Conclusion is false, then the Proposition
or Argument is logically Invalid. Thus, if a
Proposition asserts “if P then Q", the
Proposition is Valid if and only if every time
“P” is true “Q” is also true. (This bivalent
approach does not apply when the connection
between “P” and “Q” is only probable;
accordingly, probable relationships are
discussed separately, later in this Article).

3. Sound and Unsound. Propositions and
Arguments can be Sound or Unsound. A
Proposition or Argument is Sound when (i) it
is logically Valid, and (ii) the Premise (or
Antecedent) is true. If a Proposition or
Argument contains a Premise that is false (i.e.,
pigs have wings), then the Proposition or
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Argument is Unsound and the truth of its
Conclusion is not certain. A Proposition or
Argument can be logically Valid even when it
is Unsound. This is because Logic is an inter-
nally-consistent system of principles and rules
that requires certain Statements to relate to
other statements in particular ways. While
logical relationships often agree with our
conception of reality, accord with reality is
notrequired for Logic to work, and sometimes
the principles of Logic lead to Conclusions
that are not in accord with reality. Thus, to
some extent Logic is independent from the
real world. This may seem like a deficiency,
but this also allows us to use Logic to
distinguish good from bad reasoning, even
when we are not certain of the truth of the
Premise (or Antecedent).

4. Application to Statements,
Propositions, and Arguments. A Statement
is an assertion about the way the world is or is
not, or the way it might be, or the way it
might have been. A Statement is true if it
accurately reflects reality, and false if it does
not.”

A simple Proposition is logically True or
False, depending on the truth or falsity of the
Statements contained in the Proposition.” A
Compound Proposition is True or False,
depending on the Truth or Falsity of the
simple Propositions contained in the
Compound Proposition.

An Argument is Valid or Invalid, depending
whether each step of the Argument complies
with the principles and rules of Logic.
Deductive and Inductive reasoning often
proceed from one or more Premises, through
a series of logical steps, to a Conclusion. This
reasoning process is said to be Valid if and
only if, in every conceivable circumstance,
when the Premises are true, the Conclusion is
also true. If there is a single instance where
the Premises are true and the Conclusion is
false, then the reasoning process is Invalid.



The reasoning process is said to be Sound if it
is logically Valid and all of its Premises are
true. Although in real life disputes are
sometimes won with an argument that is
Invalid or Unsound, having the ability to
make an argument that is Valid and Sound, or
spot an argument that is Invalid or Unsound,
can be an advantage in some situations.

Here is an example of a Proposition,
containing two Premises and a Conclusion,
that is both Valid and Sound: “Four-legged
animals can walk; pigs have four legs;
therefore, pigs can walk”. The Proposition is
Valid because, in all instances, when the two
Premises are true the Conclusion is true. The
Proposition is Sound because its two Premises
are true. If one or more of the Premises of a
Valid Proposition are false, then the
Proposition is Unsound. Here is an example of
a Proposition that is Valid but Unsound:
“Creatures with wings can fly; pigs have
wings; therefore, pigs can fly”. This
Proposition is Valid, but it is also Unsound,
because the second Premise is false (pigs
don’t have wings).* If someone were to make
the same statement in normal conversation, it
would likely be a conditional statement in the
subjunctive mood®': “if pigs had wings, they
could fly,” or stated more formally, “if pigs
were to have wings, then they would be able
to fly.” In normal English speech and writing,
a conditional statement and the subjunctive
mood are typically used when the speaker
knows that the Antecedent is false, or is
unsure of the truth of the Antecedent, or
wishes to defer an assessment of the truth of
the Antecedent until after the Argument has
been completed. The issue of Validity and
Soundness becomes more complex when the
Proposition involves Premises that are known
to be untrue, as when a person speculates on
how history might have been different if
something that did happen had not, or if
something that did not happen had happened.
Example: “if Napoleon had not invaded
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Russia, he would have died the Emperor of
France.” See Section VII.C.14.c.

Whether a Proposition is Sound or Unsound
depends upon whether the Premises are true
or false, not upon whether the Conclusion is
true or false. An Invalid Proposition can have
a Conclusion that is true, just as an Unsound
Proposition can have a Conclusion that is true.
When it comes to the truth of Conclusions,
Deductive Logic only guarantees that Valid
Propositions with true Premises have true
Conclusions, nothing more. Many logical
Propositions simply assume that the Premise
i1s true, and concern themselves with the
Conclusion that follows from that assumption.
Thus, logical analysis can be applied to
Premises whose truth is unknown. Where a
Proposition is logically Valid, if an assumed
Premise leads to a Conclusion that we know
to be false, then Logic says that the Premise
must be false.* If we change the focus of this
reasoning process from a Conclusion that is
false to a Conclusion that is undesirable, then
we have a rule of reason that guides our daily
lives: if we don’t want a certain result, then
we avoid the action that leads to that result.

VIl. DEDUCTIVE LOGIC. Deductive
Logic is a system of reasoning or
argumentation, in which rules of Logic are
used to show that the truth of one thing (called
“the Premise” or “the Antecedent”)
establishes the truth of another thing (called
“the Conclusion” or “the Consequent”).
Deductive Logic Propositions can be
declarative or conditional. A declarative
Proposition arrives at a Conclusion based on
two (or more) Premises that are asserted to be
true. Example: “the fact that grass is green
indicates that grass contains chlorophyll”. The
two Premises in this Proposition (one explicit
and one implicit) are that (i) “green plants
contain chlorophyll” and that (ii) “grass is
green”. A Conditional Proposition takes the
form: “if a certain thing is true, then
something else necessarily follows.”



Example: “If you shout ‘fire’ in a crowded
theater, then you will start a stampede for the
exits and people will be hurt.”™

In Aristotle’s own words, translated into
English:

A deduction is speech (logos) in which,
certain things having been supposed,
something different from those supposed
results of necessity because of their being
SO.

PRIOR ANALYTICS, 1.2 246 18-20. This
formulation has become the essence of
Deductive Logic. Aristotle’s “thing supposed”
is today called “the Premise” (or
“Antecedent” in a Conditional Statement) and
what results of necessity is called “the
Conclusion” (or “Consequent” in a
Conditional Statement).

A. DEFINING CONCEPTSESSENTIAL
TO ARISTOTLE’S DEDUCTIVE
LOGIC.

1. Statements. In Aristotle’s view,
Deductive Logic is composed of Statements,
in the form of declarative sentences with a
subject and a predicate, where the subject
either affirms or denies what is stated in the
predicate. For Aristotle, each Statement
relates a single subject to a single predicate.
Accordingly, unlike modern logicians,
Aristotle did not see Logical Conjunction (“A
And B”) or Logical Disjunction (“A Or B”) as
logical Propositions.* In a Statement, the
grammatical subject and predicate each
contain a “Term.” A Term can be either
“Particular” or “Universal.” A particular Term
is a specific person, like the philosopher
Socrates, or a particular animal, like Buce-
phalus (Alexander the Great’s horse), or a
particular thing, like the Parthenon. A
Universal term is an abstraction like “man,” or
“horse,” or “temple.” To Aristotle, the subject
of a Statement can be either Particular or
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Universal, but the predicate can only be
Universal.®

2. Affirmation, Denial, and
Contradiction. An affirmation asserts that
something is true. Aristotle believed that
every affirmation corresponds to one denial,
where the denial denies what the affirmation
affirms. An affirmation that is logically paired
with its corresponding denial constitutes a
“Contradiction.” To Aristotle, one member of
a Contradiction is true and the other is false.
Example: to say that a particular thing is both
“A” and “not-A” is a Contradiction. To
Aristotle, either “A” is true and “not-A” is
false, or else “A” is false and “not-A” is true.
“A” and “not-A” cannot both be true or both
be false. In this context, “A” and “not-A” are
said to be “mutually exclusive.” See the Law
of Contradiction, discussed in Section
VIILA.S.

3. All; None; and Some. The Quantifiers
“All,” “None,” and “Some” play an important
part in Aristotle’s logic, and even more so in
the version of modern formal Logic that arose
from the writings of Gottlob Frege in the late
Nineteenth Century. You can assert that “all A
is B,” or “no A is B,” or “some A is B,” or
“some A is not B”. The Propositions “All A is
B” and “no A is B” are Universal assertions,
and these two Universals are Contradictory.
“Some A is B” is a Particular assertion which
is Contradictory to the universal assertion “No
A is B”. Where the subject of an assertion is
Universal (all A is B), it can be denied
Universally (no A is B) or in the Particular
(some A is not B). These concepts are
discussed in greater detail in Section VIIL.B.8,
relating to the Rules of Opposition.

4. Principles, Rules, and Symbols. Just as
mathematics has principles, rules, and
symbols, that allow us to make calculations
easily with confidence in the result, so Logic
has principles and rules and symbols that
allow us to reason easily and with confidence



that the Conclusions we draw from our
Premises are correct. However, in many
instances natural language sentences
occurring in normal conversation or in legal
arguments are not stated in strictly logical
terms. Sometimes an illogical argument is
obviously illogical on its face. At other times
it is necessary to translate a natural language
statement or argument into the structure and
language of Logic in order to more easily see
how the principles and rules of Logic can be
applied. The most efficient way to convert
natural language arguments into Logic is by
substituting variables (such as A, B, C, P, Q,
etc.) for the assertions in a natural language
argument, and substituting Logic symbols for
the verbal connections between assertions,
and then organizing the natural language
argument into one or more of the forms of
Logic Argument that are familiar and whose
properties are well-known. This process of
translation makes it much easier to tell
whether the natural language argument is
Valid and Sound.

5. Three Fundamental Principles of
Logic. Aristotle suggested three fundamental
principles of Logic (also known as “Rules of
Thought”): the Law of Identity; the Law of
Contradiction; and the Law of the Excluded
Middle.

The Law of Identity provides that a thing is
the same as itself. This can be stated: “A is
A”.86

The Law of Contradiction provides that a
thing cannot be both itself and not itself.
Aristotle said: “it will not be possible to be
and not to be the same thing.”®’ Stated
differently, a thing cannot be both “A” and
“not-A” at the same moment.* Aristotle stated
it three ways: (i) “It is impossible that the
same thing belong and not belong to the same
thing at the same time and in the same
respect;” “no one can believe that the same
thing can (at the same time) be and not be;”
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and “the most certain of all basic principles is
that contradictory propositions are not true
simultaneously.” It has been said that, in
Western Philosophy, the principle of non-
contradiction is deemed essential to all
thought, as it asserts the incompatibility
between truth and falsity, which is the basis
for all intellectual distinctions about the
world.

The Law of the Excluded Middle, provides
that something is either one kind of thing or it
is not that kind of thing--there is no third
alternative. Stated differently, something is
either “A” or it is “not-A”.* Leibniz wrote it:
“Every judgment is either true or false.” The
excluded middle drives the process of
categorization, where a category is mentally
constructed and things are deemed to be either
inside or outside of the category.

B. THE SYLLOGISM.” Aristotle’s
structure for Deductive Logic, which later
came to be called the Syllogism, consists of
two Statements, called “Premises,” which lead
by logical necessity to a third Statement,
called the “Conclusion.” Since Aristotle’s
approach to organizing his thoughts about the
world was to put things into categories, his
Syllogisms involved including things in, or
excluding them from, categories. This form of
Syllogism is therefore called the “Categorical
Syllogism.”

There are four forms of Syllogism: (i) the
simple Syllogism; (ii) the Hypothetical
Syllogism; (iii) the Disjunctive Syllogism;
and (iv) the Dilemma.

1. The Simple Syllogism. The form of
Syllogism that Aristotle discussed in his book
ON INTERPRETATION is made up of declarative
sentences, where the Term (which may be
Particular or Universal) expressed in the
subject of each sentence is included in or
excluded from the Universal category
expressed in the predicate of that sentence.



The Term presented in the subject of a
declarative sentence is connected by “is” or
“is not” to the Term in the predicate of the
sentence. The classic example of this form of
Syllogism, coined in the Middle Ages and

used ever since, is:

All men are mortal.
Socrates is a man.
Therefore, Socrates is mortal.

In the foregoing example, the first sentence is
the “Major Premise;” the second sentence is
the “Minor Premise;” and the third sentence is
the “Conclusion.” This 1-2-3 sequence is
called the “Standard Order.” The order of the
sentences can be switched around without
affecting the Validity of the Syllogism. The
structure of the Syllogism works like this: the
Major Premise presents general categories,
general alternatives, or general conditions,
while the Minor Premise addresses a
particular instance of the Major Premise. If
the Major and Minor Premises are true, then
the Conclusion necessarily follows.”
Conversely, if the Conclusion is false, then
either the Major Premise or the Minor
Premise, or both, are false.”

The rules of Syllogism require that the Major
Premise and Conclusion share a common
Term, called the “Major Term,” in the
foregoing example “mortal.” Likewise, the
Minor Premise and the Conclusion must share
a Term, called the “Minor Term,” in the
foregoing example “Socrates.” The Major
Premise and Minor Premise must share a
Term that does not appear in the Conclusion.
This Term is called the “Middle Term,” in the
foregoing example “men/man.” The Middle
Term is what links the Minor Premise to the
Major Premise. Unless the Major Premise and
the Minor Premise are linked by the Middle
Term, the deductive nature of the Syllogism
fails, and the Conclusion does not deductively
follow from the two Premises.
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The Socrates example includes the Particular
Term (Socrates) in a Universal category
(men), which in turn is included in a
Universal category (mortal). One could say
that the individual “Socrates” belongs to the
category of “men,” and the category of “men”
belongs to the category of “mortal”; therefore,
Socrates belongs to the category of “mortal”.
The following Syllogism excludes the
Particular from a Universal category:

All mammals have hair.
This specimen has no hair.
Therefore, the specimen is not a mammal.

The following is a Syllogism, with parts
identified (this Syllogism includes a Particular
in one of two mutually exclusive Universal
categories, which results in the Particular
being excluded from the other Universal
Category):

Major Premise: Cats are not dogs.
Minor Premise: Felix is a cat.
Conclusion: Therefore, Felix is not a dog.

The Major Term is “dog.” The Minor Term is
“Felix.” The Middle Term is “cat.” The Major
Premise could have been stated “No cats are
dogs” without changing the Conclusion.

Here is another Syllogism:

All swans are white.
This bird is black.
Therefore, this bird is not a swan.

The Middle Term is “white” (where “black™ is
taken to mean “not white”). This “swan”
Syllogism s logically Valid, but it was proved
to be Unsound (for Western Europeans) in
1679, when a Dutch explorer found black
swans on the Swan River in Australia. This
discovery disproved the Major Premise of the
Syllogism. After the discovery of black
swans, the Syllogism was Unsound, but it was
nonetheless still logically Valid. The



Syllogism could be thought of as Conditional:
“if all swans are white, then this black bird is
not a swan”. The Dutch explorer disproved
the Antecedent of the Conditional Proposition,
but he did not prove the Conditional
Proposition to be logically Invalid. The term
“black swan” has now come to signify a
situation once believed to be impossible, that
nevertheless has actually occurred. After the
discovery in Australia, the Conditional
Proposition had to be restated: “Since most
swans are white, this black bird is probably
not a swan’.

The following Syllogism is logically Valid,
even though the Major and Minor Premises
are untrue:

Unicorns have four legs.
This animal is a unicorn.
Therefore, this animal has four legs.

Because at least one (in this case, both) of the
Premises is false, the foregoing Syllogism is
Unsound.

Here are more examples of Syllogisms:

Toyotas are not safe to drive.
This car is a Toyota.
Therefore, this car is not safe to drive.

2x2=4.
2x4=8.
Therefore, 2 x (2 x 2) = 8.

In the foregoing Syllogism; the Major Term is
“2 x 2;” the Minor Term is “8”, and the
Middle Term is “4”. More examples of
Syllogisms:

A 1s to the left of B.
B is to the left of C.
Therefore, A is to the left of C.

Paris is not in England.
Jean is in Paris.
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Therefore, Jean is not in England.
Take the following Syllogism:

Presidents must be born in the USA.
Barak Hussein Obama is President.
Therefore, Obama was born in the USA.

The foregoing Syllogism is logically Valid
and Sound, but whether the Conclusion is true
is a matter of controversy.” See “Begging the
Question” discussed in Section VIL.K.6.

The following Syllogism is invalid:

Toyotas are not safe to drive.
This car is a Ford Explorer.
Therefore, this car is safe to drive.

The Major Term is “safe to drive,” which
appears in the Major Premise (in negative
form) and appears in the Conclusion (in
affirmative form). The Minor Term is “this
car”, which appears in the Minor Premise and
the Conclusion. The Middle Term is . . . there
is no Middle Term, because the Middle Term
must appear in the Major Premise and Minor
Premise but not in the Conclusion. What
should be the Middle Term is “Toyotas” in the
Major Premise and “Ford Explorer” in the
Minor Premise, but since the terms are not the
same, there is no Middle Term that connects
the two Premises, so the Syllogism is Invalid.
See the “Fallacy of Four Terms,” discussed in
Section VIL.B.10.a. The fact that the
Syllogism has failed does not tell us whether
the Conclusion is true or false. As you may
have heard, some juries have found that Ford
Explorers are not safe to drive, at least with
Firestone tires. If these juries are right, then
the Conclusion is true--not because of the
failed Syllogism, but rather because of
external fact.

Here is another invalid Syllogism:

Things that honk are cars.



This goose honks.
Therefore, this goose is a car.

Although, the foregoing Syllogism appears to
have the word “honk™ as a Middle Term, in
actuality it does not. Although the Major
Premise and the Minor Premise both use the
same word “honk,” they use the same word in
different senses (i.e., a car’s honk and a
goose’s honk are different kinds of honks).
The foregoing Syllogism is another example
of the Fallacy of Four Terms. See Section
VIL.B.10.a. The Fallacy arises because of
Ambiguity, which occurs when a word or
phrase has two or more meanings. See Section
XV.2. When a person uses the Middle Term
in one sense in the Major Premise and another
sense in the Minor Premise of a syllogistic
argument, this use of Ambiguity is called
“Equivocation.” See Section XV.22.

Another Invalid Syllogism:

All Country and Western singers wear
cowboy hats.

That fella is wearing a cowboy hat.

Therefore, that fella is a Country and
Western singer.

This is Invalid reasoning. Cattle ranchers also
wear cowboy hats, and that fella could be a
cattle rancher who can’t sing. This is an
example of the “Fallacy of the Undistributed
Middle Term.” See Section VII.B.10.b. Here
is another example that reflects the Fallacy of
the Undistributed Middle Term:

All kangaroos are marsupials.
This animal is a marsupial.
Therefore, this animal is a kangaroo.

This is Invalid reasoning. Wombats are also
marsupials, and the animal in question could
be a wombat and not a kangaroo.

As noted before, the primary focus of Logic is
on the relationship between the Premise and
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the Conclusion, and only incidentally on the
truth of the Premise or the Conclusion. Giving
examples of Syllogisms that use real world
concepts makes it unfortunately too easy to
confuse the Validity of a Syllogism with the
truth of the Statements made in the Syllogism.
To avoid this problem, Aristotle substituted
symbols for words, and thereby introduced to
the world the concept of “variables,” which
one writer called Aristotle’s most enduring
contribution to the history of thought. Using
variables, a simple categorical Syllogism is
expressed: “All A is B; all B is C; therefore,
all A is C”. Discussing logical Propositions
using variables allows the reader to look past
the truth of the statements in examples and to
focus instead on the logical relationships
between the Statements.

In PRIOR ANALYTICS, Aristotle identified
three types of syllogistic Propositions: (i) A
belongs to B; (i1) A is predicated of B; and
(iii) A is said of B.** ““A belongs to B” when A
is an item that fits within the category B. “A is
predicated of B” when A appears in the
predicate of a sentence in which B is the
subject. “A 1is said of B” when A and B are
subcategories of a larger category, but
subcategory B is smaller and belongs to
subcategory A.” There are many other
complexities to Aristotle’s explanation of
Syllogisms which interested readers may wish
to explore.

2. Polysyllogism. Deductive reasoning can
involve one Syllogism, or a series of linked
Syllogisms. A series of linked Syllogisms is
called a Polysyllogism. In a Polysyllogism,
the Conclusion of the preceding Syllogism is
the Major Premise of the next Syllogism.
Example:

(1) All A is B.
(2) AllBis C.
(3) Therefore, all A is C.
(4) All Ais C.
(5) All Cis D.



(6) Therefore, all A is D.

3. Enthymeme. In speaking or writing,
people often state arguments in the form of a
Syllogism, while omitting one of the two
Premises, or the Conclusion. Such an
incomplete Syllogism is called an
“Enthymeme”. Example:

1. All arguments missing a premise are
enthymemes.

2. Therefore, this argument is an enthy-
meme.”

In the foregoing example, the Major Premise
and the Conclusion are there, but the Minor
Premise is missing.

Since an Enthymeme can be a Syllogism that
is missing either the Major Premise, the Minor
Premise, or the Conclusion, to see the logic of
such an Enthymeme it is sometimes necessary
to “expand” the Enthymeme into a Syllogism
by supplying the missing part(s). Expanding
the Enthymeme allows the Proposition to be
more easily evaluated using the rules of
Syllogisms. This can be an important exercise
because, when one of the parts of a Syllogism
is implicit, the asserted Proposition is more
readily assumed to be Valid when it is not, or
the possibility that a Conclusion is Unsound is
more likely to be overlooked. Rules for
expanding Enthymemes are discussed in
Section VIL.B.11.

Enthymemes have another feature that
distinguishes them from Syllogisms:
Enthymemes do not have to arrive at
Conclusions that are certain; they may arrive
at Conclusions that are possible or probable.
A Logic Proposition that has a Major Premise,
Minor Premise, and Conclusion, but the
Conclusion is only possible or probable rather
than certain, is an Enthymeme.

Aristotle wrote that Enthymemes are
frequently used in public speaking, and he
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covered the topic in detail in his book on
RHETORIC. See Section XIV.C.2. Many
believe that Aristotle used the word
Enthymemes differently in the RHETORIC than
in his writings on Logic.

4. Sorites. A SORITES is a chain of
incomplete syllogisms in which the predicate
of each Premise forms the subject of the next
until the end, when the Conclusion is linked to
the subject of the first Premise. A Sorites
omits all Conclusions except for the last one.

An example:

For want of a nail the shoe was lost.

For want of a shoe the horse was lost.
For want of a horse the rider was lost.
For want of a rider the battle was lost.
For want of a battle the kingdom was
lost.

And all for the want of a horseshoe nail.

Sorites are of two types: ARISTOTELIAN SO-
RITES and GLOCLENIAN SORITIES. In an
Aristotelian Sorites, the first Proposition is the
Minor Premise of its Syllogism and the
remaining Propositions are Major Premises
which lead to the Conclusion. In a Gloclenian
Sorities, the first Proposition is the Major
Premise of its Syllogism and the rest of the
Propositions are Minor Premises which lead
to the Conclusion.

Example of Aristotelian Sorites:

AisB

AllBis C
AllCisD
Therefore, A is D.

Example of a Gloclenian Sorites:

AllAisB

BisC

CisD

Therefore, A is D.



Another example of a Sorites:

Julius Caesar was a great conqueror.
Through conquest, Caesar acquired wea-

Ith and glory.

Caesar’s wealth and glory increased his
popularity.

Caesar’s popularity increased his

political power.
Caesar’s increased political
threatened the aristocracy.
Therefore, aristocrats killed Caesar.

power

Charles L. Dodgson (a/k/a Lewis Carroll, of
ALICE IN WONDERLAND fame) was a
logician.”” In 1896, Dodgson developed a
system to determine the validity of highly
complicated arguments that take the form of
Sorites.” He listed some playful examples of
Sorites with the Conclusions omitted, a few of
which are set out below. In case you want to
play along with Lewis Carroll, the Conclusion

for each Sorites is contained in an end note.

(1
)

3)
(D
)
3)
(1
)
3)

(1
)
3)

(1)

Babies are illogical,

Nobody is despised who can manage a
crocodile;

Illogical persons are despised.”

My saucepans are the only things I have
that are made of tin;

I find all your presents very useful;
None of my saucepans are of the slightest
use.'”

No potatoes of mine, that are new, have
been boiled;

All my potatoes in this dish are fit to eat;
No unboiled potatoes of mine are fit to
eat.'"!

Every one who is sane can do Logic;
No lunatics are fit to serve on a jury;
None of your sons can do Logic.'”

No birds, except ostriches, are 9 feet
high;
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)

3)
4
(D

)
3)
4

)

(1)

2)

There are no birds in this aviary that
belong to any one but me;

No ostrich lives on mince-pies;

I have no birds less than 9 feet high.'”

When I work a Logic-example without
grumbling, you may be sure it is one that
I can understand;

These Sorites are not arranged in regular
order, like the examples I am used to;
No easy example ever makes my head
ache;

I can't understand examples that are not
arranged in regular order, like those I am
used to;

I never grumble at an example, unless it
gives me a headache.'™

Every idea of mine, that cannot be
expressed as a Syllogism, is really
ridiculous;

None of my ideas about Bath-buns are

worth writing down,;

No idea of mine, that fails to come true,
can be expressed as a Syllogism;

I never have any really ridiculous idea,
that I do not at once refer to my solicitor;
My dreams are all about Bath-buns;

I never refer any idea of mine to my
solicitor, unless it is worth writing
down.'®

3)
4

()
(6)

5. When Premises are Inconsistent. In
Formal Logic, a Proposition, with one or more
Premises leading to a Conclusion, is Valid if
and only if there is no possible situation in
which all Premises are true and the
Conclusion is false. Where two or more of the
Premises of an Argument are inconsistent, it
is impossible for all of the Premises to be true.
An Argument with inconsistent Premises can
never be Invalid because there are no
situations in which all of the Premises are true
and the Conclusion is false.

Example: “All A is B; no A is B; therefore,
the Tower of Piza does not lean”. This



Proposition is logically Valid, because the two
Premises are a Contradiction, meaning that
there is no instance in which all of the
Premises are true and the Conclusion false.
This example demonstrates a larger principle:
a Proposition with inconsistent Premises is
always logically Valid, no matter what the
Conclusion may be. Thus, inconsistent
Premises validly imply all Conclusions, or
stated differently: anything can be inferred
from a Contradiction. This situation is called
the “Principle of Explosion.” When Premises
are contradictory (meaning that one of the
Premises must be false so that the proposition
by necessity is Unsound), the rules of Logic
validate Conclusions that do not help us to
understand the world. Unsound Propositions
do not tell us whether the Conclusion is true
or false.

6. The Hypothetical Syllogism. In an
Hypothetical Syllogism, the first Premise
presents a choice which must be resolved by
the second Premise in order to reach the
Conclusion. There are three kinds of
Hypothetical Syllogisms: Conditional;
Conjunctive; and Disjunctive.

a. The Conditional Syllogism. A
Conditional Syllogism takes the form: “if P
implies Q and Q implies R, then P implies R”.

b. The Conjunctive Syllogism. A
Conjunctive Syllogism contains a compound
Major Premise in the form of a Conjunctive
Proposition that is denied. The Minor Premise
of the Syllogism then either affirms or denies
one of the conjunctive terms. Example:

A and Not-A cannot both be true.
Not-A is true.
Therefore, A must be false.

c. The Disjunctive Syllogism. The Major
Premise of a Disjunctive Syllogism presents
two or more alternatives from which to
choose, only one of which can be true. (This
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is the Exclusive Disjunctive, discussed in
Section VIIL.F.3). The Minor Premise then
either chooses one of the alternatives, or
rejects all alternatives except one. Example:

A or B.
A.
Therefore, not-B.

A or B.
or B.
Therefore, not-A.

In the foregoing example, “A” and “B” must
be mutually exclusive or the Disjunctive
Syllogism is Unsound (i.e., it has a false
Premise). Another example:

A orBorCorD.
Not-A.

Not-B.

Not-C.
Therefore, D.

The foregoing example shows proof by
“process of elimination.” Another example:

Either it is night or it is day.
It is not night.
Therefore, it is day.'*

The foregoing Syllogism raises the problem of
gradations (i.e., when does night become
day?) See Section XIX.

Enthymemes may be disjunctive.

7. Quantifiers and Distribution.
Quantifiers are Logic Operators that signify
quantity, or degree, or extent, in connection
with categorical Propositions. Typical
Quantifiers are “all,” “every,” “some,” and
“no.” The phrase from the Declaration of
Independence, “all men are created equal,”
contains the Quantifier “all.” George Orwell’s
1945 book ANIMAL FARM says: ”All animals
are equal but some animals are more equal
than others.” This sentence contains two
Quantifiers: “all” and “some.” (It also
exemplifies Equivocation, discussed in
Section XV.22.) The sentence “no true



Scotsman would do such a thing” contains the
Quantifier “no.” “No true Scotsman” is a
recognized Fallacy. See Section XV.31.

The most common forms of categorical
Propositions using Quantifiers are designated
A, E, I and O. In the following listing, “S”
stands for the subject of the Proposition and

“P” stands for the predicate.
A = AllSisP.

E = NoSisP.

I = SomeSisP.

O = Some SisnotP.

When a Categorical Proposition is in one of
the foregoing forms it is said to be in
“Standard Form.”

The first three of the foregoing Propositions
are subject to Conversion, in which a new
Proposition can be stated having as its subject
the original predicate and having as its
predicate the original subject. The following
table reflects the Conversion:

Original Converse
A AllSisP Some P is S
E NoSisP NoPisS

I Some SisP Some P is S
O Some SisnotP N/A

In the A-type Proposition, the Converse is
only implied. In the E- and I-type Propositions
the Converse is Logically Equivalent to the
original. See Section VILF.5 for a discussion
of Logical Equivalence.

In recent times, what was traditionally called
“categories” have come to be called “sets,”
which are groupings of objects (which may be
real things, or may be purely conceptual
things like numbers or mathematical
functions). A set has “members.” Members of
a set are distinguished from non-members of
that set by virtue of their membership in the
set. The non-members of the set belong to
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another set, which is the set of things that do
not belong to the first set. The set of non-
members is called the “Complement” of the
original set. In the A-form in foregoing
listing, the set of all S is a sub-set of the set of
all P. In the E-form, no member of set S are
members of set P. In the I-form, some
members of set S are members of set P. In the
O-form, some members of set S are not
members of set P.

Quantifiers also involve the concept of
“distribution.” A Term in a Syllogism is
Distributed if it extends to all or none of the
members of the category or class to which it
relates. The Term is Undistributed if it applies
only to some of the members. Thus, the
subject of the A- and E-type Propositions are
Distributed, while the subject in the I- and O-
type Propositions are Undistributed. The
Predicate is distributed in the E and O forms,
but not the A and I forms. The following table
demonstrates:

Type Distribution

A=AllSisP S=Yes P=No
E=NoSisP S=Yes P=Yes
I= Some SisP S=No P=No

O=Some SisnotP S=No P=Yes

8. TheRulesof Opposition. The A,E, 1, O,
and U forms discussed in the previous Section
also arise in connection with the concept of
Opposition. The conventional view of
statements in Opposition to each other dates
back to Aristotle. Aristotle envisioned
categorical statements to have different forms
of Opposition. Here are the Quantifiers, and
their status in terms of Opposition:'”’

A=AllSisP Universal Affirmative
E=NoSisP Universal Negative
I=Some Sis P Particular Affirmative

O = Some Sisnot P Particular Negative'®

A medieval theorist named Boethius placed
these terms into the “Square of Opposition:”



Square of Opposition

Every SisP NoSisP
A contraries E
subalterns contradlctcnes subalterns

| N

—— subcontraries

Some S is P Some S is not P

The Square of Opposition indicates that A and
E are Contradictories; that is to say, “All S is
P” is the Contradictory of “Some S is not P”
and vice-versa. The Square of Opposition also
indicates that I and E are Contradictories; that
is to say, “Some S is P is the Contradictory
of “No S is P” and vice-versa. The Square
also indicates that A is a Contrary of E; that is
to say, “All S is P” is Contrary to “No S is P”
and vice-versa. And the Square indicates that
I is a Subcontrary to O; that is to say, “Some
S is P” is the Subcontrary of “Some S is not
P” and vice versa. The Square also indicates
that A is a Subaltern of I; that is to say, “All S
is P” is a Subaltern of “Some S is P and vice
versa. The Square indicates that E is a
Subaltern of O; that is to say, “No S is P” is
the Subaltern of “Some S is not P”, and vice

versa.'”

The Square may help in distinguishing
Contradictories, Contraries, Subcontraries,
and Subalterns, which are defined as follows:

Contradictories—two Propositions are
Contradictory if and only if they cannot both
be true and cannot both be false.
Contraries—two Propositions are Contraries if
and only if they cannot both be true but can
both be false.

Subcontraries—two Propositions are Subcon-
traries if and only if they cannot both be false
but can both be true.

Subalterns—two Propositions are Subalterns if
and only if, when one Subaltern is true then
the other Subaltern must be true, and when
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one Subaltern is false then the other Subaltern
must be false.'"”

9. Rules for Syllogisms. There are six rules
for Syllogisms that must be observed for the
Syllogism to be in proper form. A Syllogism
that violates such a rule is a Fallacy.
Syllogistic Fallacies are discussed in Section
VILB.10.

Rule No. 1: A Syllogism contains three
Terms, no more and no less. Aristotle wrote:
“[1]t has been shown that the positing of one
thing--be it one term or one premiss--never
involves a necessary consequent: two
premisses constitute the first and smallest
foundation for drawing a conclusion at all and
therefore a fortiori for the demonstrative
syllogism of science.”'!" For a Syllogism to
work, it must contain a Major Term (that
connects the Major Premise to the
Conclusion), a Minor Term (that connects the
Minor Premise to the Conclusion), and the
Middle Term (that connects the Major
Premise to the Minor Premise). If there are
only two Terms, then a Syllogism cannot be
constructed.

A Syllogism with four Terms occurs when
what is supposed to be the Middle Term
instead consists of two different words, which
means that the two Premises are not
connected by a shared Term. Example: “All
men are mortal; Socrates is a Greek”. Because
there are four Terms instead of three in the
two Premises, the Premises are not connected
and no Conclusion can be reached. See the
“Fallacy of Four Terms” in Section
VIL.B.10.a. Four Terms also can occur when
the same word appears as the Middle Term in
each Premise, but the Middle Term’s meaning
in the Major Premise is different from the
Middle Term’s meaning in the Minor Premise.
This problem is called Ambiguity, and
sometimes Equivocation.



Rule No. 2: The Middle Term must be
distributed (““Universal’) in one or both of
the Premises. A Term is “distributed” when it
describes the entire class to which is applies.
“All” or “No” are words indicating
distribution. For a Syllogism to work, the
Middle Term must be distributed in either the
Major Premise or in the Minor Premise.
Example: “All men are mortal; Socrates is a
man; therefore, Socrates is mortal”. Here the
Middle Term “man/men” is distributed in the
Major Premise, because ‘“all men” is
distributed, or Universal. The Middle Term is
not distributed in the Minor Premise because
the reference is to an individual man named
Socrates. If the Major Premise said “some,”
“many,” or “most” men, and the Minor
Premise were limited to one man, then the
Middle Term would not be distributed in
either Premise and the Syllogism would not
work. Example: “Some men are mortal;
Socrates is aman.” You cannot conclude from
the foregoing Syllogism that Socrates is
mortal, because the Middle Term (man/men)
is not distributed in either Premise, so that the
two Premises do not indicate whether Socrates
is within the portion of men who are mortal. A
second example: “All A is B; some B is C”.
You cannot conclude from these two Premises
with an Undistributed Middle Term, that “all
A is C” or even that “some A is C”.

Rule No. 3: Each Distributed Term in the
Conclusion must be Distributed in one of the
Premises. For a Syllogism to be Valid, the
Conclusion cannot contain a distributed Term
that is derived from a non-distributed Term in
the Premises. Example: “Some A is B; all B is
C; therefore, all A is C”. The foregoing
Syllogism is invalid because the Major Term
(“A”) in the Conclusion is Distributed while
the Major Term in the Premises is not
Distributed.

Rule No. 4: A Syllogism cannot contain two
negative Premises. A Syllogism that contains
two negative Premises cannot ensure that the
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Categories in the two Premises overlap, so
there is no linkage between the two Premises
that can guarantee that the Conclusion
necessary follows. Example: “No A is B;no B
is C”. You cannot conclude from the
foregoing Premises whether or not any “A” is
“C”. Second example: “No B is C; all A is B;
therefore, no A is C”. The foregoing
Syllogism, with only one negative Premise, is
valid. Third example: “Either X or Y, but not
both; not X; therefore, Y”. The foregoing
Syllogism is Valid, because only one Premise
1s negative.

Rule No. 5: If either Premise is negative, then
the Conclusion must be negative. Rule 5 says
that if a Premise excludes something from a
category, the Conclusion also must exclude
something from a category. Example: “All A
is B; no B is C; therefore, no A is C”.

Rule No. 6: If both Premises are Distributed,
the Conclusion must be Distributed. If the
Major Term is Distributed, and the Minor
Term is Distributed, then the subject of the
Conclusion must be Distributed. Examples of
Valid Syllogisms: “All A is B; all B is C;
therefore, all A is C”. “All A is B; no B is C;
therefore, no A is C”.

10. Fallacies of Syllogistic Logic. In Logic,
a Fallacy is a logical proposition that fails to
conform to the rules of Logic. Aristotle
suggested several Fallacies related to the
Syllogism of Deductive Logic. Subsequent
writers have added more to the list.

a. The Fallacy of Four Terms. A
legitimate Syllogism has three Terms: the
Major Term; the Minor Term; and the Middle
Term. The Fallacy of Four Terms occurs
when the Syllogism has four Terms, which
occurs because the Term in the Major Premise
that is supposed to be the Middle Term does
not match the Term in the Minor Premise that
is supposed to be the Middle Term. People
seldom use different words for the Middle



Term, since it is so evidently wrong. The
Fallacy usually results from using same word
as the Middle Term in both Premises, but
where the meaning or sense of the word is
different as used in each Premise. This
problem arises from Ambiguity. When done
intentionally, the defect 1is called
“Equivocation.”

b. The Fallacy of the Undistributed
Middle Term. The Fallacy of the
Undistributed Middle Term occurs when the
Middle Term is not distributed in either the
Major Premise or the Minor Premise, so it
never refers to all members of the categories
it describes. A Term is Distributed when it
applies to all members of the class to which it
refers. Examples:

AllZisB
YisB
Therefore, Y is Z

All arguments with undistributed Middle
terms are bad arguments.
This is a bad argument.
Therefore, this argument
undistributed Middle Term.'"?

has an

The Fallacy of the Undistributed Middle was
mentioned in Hicks v. State, 241 S.W.3d 543,
546 (Tex. Crim. App. 2007):

The Legislature has clearly provided the
standard for establishing when an actor
has assumed “care, custody, or control”
of a disabled individual under subsection
(b)(2). This standard is clearly and
unambiguously set out in subsection (d).
Although “possession” in Section
1.07(a)(39) is defined as “care, custody,
or control,” the court of appeals
incorrectly assumed that “care, custody,
or control” under Section 22.04(b)(2)
means “possession.” This is like saying,
“I am a mammal, a dog is a mammal;
therefore, [ am a dog.” This is the fallacy
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of the undistributed middle."® (Some
footnotes omitted)

FN18. Douglas Lind, Logic and Legal
Reasoning 130-31 (The National Judicial
College 2001).

c. The Fallacy of lllicit Process of the
Major or Illicit Minor Term. Where a
Conclusion contains a Distributed term that is
not Distributed in its related Premise, it is
called an “Illicit Process.” The Illicit Process
of the Major Term occurs when the Major
Term is Undistributed in the Major Premise
butis Distributed in the Conclusion. Example:

AllAisB
NoCis A
Therefore, no C is B.

An illicit Minor Term occurs when the Minor
Term is Undistributed in the Minor Premise
but Distributed in the Conclusion. Example:

All A is B.
All A is C.
Therefore, all C is B.

All dogs are canines.
All dogs are mammals.
Therefore, all mammals are canines.

d. The Fallacy of Negative Premises. The
rules of Syllogisms permit only one of the
Premises to be negative. The Fallacy of
Negative Premises occurs when both the
Major Premise and the Minor Premise are
negative, in which case there is no connection
between the Major and the Minor Premises
that can support a Conclusion. Example: “No
A is B. No B is C.” From these Premises, you
cannot tell whether any A’s are C’s.

e. The Fallacy of Drawing Affirmative
Conclusions From a Negative Premise.
Where a Syllogism contains a negative



Premise, it cannot have an affirmative
Conclusion. To do so is a Fallacy.

f.  The Existential Fallacy. The Existential
Fallacy occurs when a Standard Form
Syllogism has two Universal Premises and a
particular Conclusion. Example:

All P are Q.
All X are P.
Therefore, some X are Q.

g. Belief Bias. Modern psychologists have
identified a bias in evaluating Syllogisms.
Called “Belief Bias,” it reflects the tendency
to base the assessment of the validity of a
Syllogism on the believability of its content.'"?
Where beliefand logic agree, logical accuracy
goes up; where belief and logic disagree,
logical accuracy goes down.

11. Translating Natural Language
Arguments Into Syllogisms. As noted above,
it is often helpful in evaluating the logic of a
natural language argument to translate the
argument into a Syllogism to more easily spot
any syllogistic errors. The first step in
translating an English language argument into
a Syllogism is to locate the Conclusion. The
Term in the subject of the Conclusion is the
Minor Term (shared between the Minor
Premise and the Conclusion). The Term in the
predicate of the Conclusion is the Major Term
(shared between the Major Premise and the
Conclusion). The second step is to put the
Syllogism in Standard Order, with the
Premise containing the Major Term first, and
the Premise containing the Minor Term
second. The Middle Term will be the Term
shared by the Major Premise and the Minor
Premise. If the natural language argument is
an Enthymeme, then part or all of one of its
Premises may be unstated. In that event, the
missing Term or Premise will have to be
constructed from the Terms that are not
allocated to the Premise that is explicitly
stated. Once the Major, Minor, and Middle
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Terms are identified, the Premises can be put
into Standard Form (A, E, I, O). See Section
VIIL.B.7. Having constructed the three parts of
the Syllogism, and putting them in Standard
Order and Standard Form, check to see if any
of the rules pertaining to Syllogism have been
violated (see Section VIIL.B.9), so that the
Syllogism constitutes a Syllogistic Fallacy
(the Fallacy of Four Terms, the Fallacy of the
Undistributed Middle, etc.). (See Section
VIL.B.10). If the Syllogism passes this
structural test, then the Syllogism can be
visualized using Euler Circles to test its
Validity. (See Section VIIL.D.).

12. Viewing Legal Disputes as Syllogisms.
A legal dispute often can be framed as a rule
of law that operates as the Major Premise, and
an adjudicative fact in the case that operates
as the Minor Premise, leading to a Conclusion
that suggests the outcome of the case. In some
cases the dispute is over which rule of law to
apply; in others, whether the facts come with-
in the rule.'*

C. IMPLICATION. “Implication” is a key
component of Deductive Logic. Implication is
also a key component of the way people think
and talk about the world. Much confusion
arises from the fact that, in Logic,
“implication” means that one thing
necessarily establishes another thing, while in
natural language “implication” sometimes
means that but also sometimes means than one
thing may establish another thing. If we say
that “X” is an event or condition, everyday
reasoning is concerned not just with things
that follow with certainty from X but also
with things that probably follow from X or
possibly follow from X.

Much modern writing on Logic is taken up
with discussions about one thing implying
another thing. Such propositions are called
Hypothetical Propositions, to be distinguished
from the Categorical Propositions discussed
above in connection with Syllogisms.



Hypothetical Propositions, sometimes called
“Conditional Propositions” or “Conditionals,”
express a relation between Terms, where the
truth of one Term is dependent upon the truth
of another Term. The Term that depends on
the other Term is called the “Consequent.”
The Term on which the Consequent depends
is called the “Antecedent.” In a Conditional
Proposition, the Antecedent is often
symbolized as “P” and the Consequent is
often symbolized as “Q”. An Implication is
often stated: “P implies Q”, or “if P then Q”,
or “P, therefore Q”.

To express the classical Syllogism in terms of
a Conditional Statement, one would say that,
if the Major Premise is true and if the Minor
Premise is true, then the Conclusion must be
true. The Major Premise and the Minor
Premise taken together thus become the
Antecedent “P”, and the Conclusion becomes
the Consequent “Q”. Stated differently, a
Syllogism, expressed as a Conditional, would
take the form “if A and B are true, then C is
true.” Example: “If all men are mortal and
Socrates is a man, then Socrates is mortal”.

There are fundamental rules about
Implication. One rule is that the fact that “P”
is false does not, of itself, establish that “Q” is
false. Example: “If it is raining, then the
sidewalk is wet; it is not raining; therefore, the
sidewalk must be dry.” This is Invalid logic,
since even if the sidewalk is not wet from
rain, it could be wet for other reasons, for
example if the woman next door was watering
her roses.

Another rule of Implication is that the fact that
“P” implies “Q” does not establish that “Q”
implies “P.” Example: “If it is raining, that
means that the sidewalk is wet”. However, the
fact that the sidewalk is wet does not
necessarily mean that it is raining. It could be
that neighbor again.
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Another rule is that, if “P” implies “Q”, then
proving that “Q” is not true means that “P” is
also not true, or that “not-Q implies not-P”.
Example: “If it is raining, then the sidewalk is
wet; the sidewalk is not wet; therefore it is not
raining”.

An Implication can either affirm the Term in
the predicate of the sentence, or negate that
Term. In other words, an Implication can
suggest that “P implies Q” or that “P implies
not-Q”.

1. The Validity and Soundness of
Implications. An Implication is Valid if and
only if the Conclusion necessarily follows
from the Premise. Stated differently, like other
Deductive Logic, Propositions, an Implication
(aProposition in which an Antecedent implies
a Consequent) is Valid if and only if there is
no situation where the Antecedent is true and
the Consequent is false. Even one coun-
ter-example establishes that the Implication is
Invalid. An Implication is Sound whenever
the Implication is logically Valid and the
Antecedent is true.

Implications sometimes take the form of a
logical Argument, which starts with a
Premise(s), then moves through a series of
deductive steps, and culminates in a
Conclusion. Such a Deductive Argument is
Valid when the truth of the Premise(s)
guarantees the truth of the Conclusion in all
instances. A Deductive Argument is Sound
only when it is logically Valid and all
Premises are true.

2. The Five Forms of Conditional
Propositions. The following variations of
Logic Propositions exist for Conditional
Propositions.

Implication If P then Q
Inverse If not P, then not Q
Converse If Q then P

Contrapositive  If not Q, then not P



Contradiction  If P, then not Q

3. The Material Implication. In Formal
Logic, the expression of an Implication is
called “Material Implication” or the “Material
Conditional.” The Material Conditional is a
special form of Conditional Proposition that
has a Truth Table (see Section VIL.E.) and
conforms to the rules of Logic. The Symbolic
Logic expression for the Material Conditional
is “P > Q ” or “P = Q”. The Logic symbol
“>”, also called the horseshoe, indicates the
Material Conditional, as does the symbol “="".
In Logic, the Proposition “if P is true then Q
is true” is the same as “if P then Q” which is
the same as “P implies Q” which is the same
as “P o Q” which is the same as “P = Q”.
Material Implication is reflexive (“P > P”),
and transitive (“if P > Q,and Q o R, then P o
R”). Material Implication represents only a
portion of the many types of implication that
occur in the natural language we use in
everyday life. In this Article, the single-arrow
symbol “~” is used to signify an Implication
that is not a Material Conditional. Natural
language conditionals have many subtle
qualities and ramifications that cannot
adequately be captured by the Material
Conditional. See Section VII.C.14.

4. Modus Ponens (Affirming the
Antecedent). Modus ponendo ponens (in
English, “the way that affirms by affirming”)
is a particular form of Conditional
Proposition. Modus Ponens is central to
Logic, to reasoning, and to language. Modus
Ponens is a rule of inference that takes the
form: “if P is true, then Q is true; P is shown
to be true; therefore Q must be true”. Stated
differently:

(1) P implies Q.
(2)P.
(3) Therefore, Q.

The foregoing Proposition, stated
symbolically, is: “P > Q; P .. Q”, where “>”
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signifies Material Implication and
signifies “therefore”.

In English, the “if” portion of the Conditional
Proposition is the “subject term” of the
sentence; the “then” portion of the Proposition
is the “predicate term”; and the verb (always
some form of “to be”) connecting the subject
to the predicate is called the “Copula”
(because it couples the subject and the
predicate). Modus Ponens is also called
Affirming the Antecedent. A Proposition
presented in Modus Ponens form is
“deductive.” The Proposition has two
Premises: the first is that the Implication “P -
Q” is true, and the second is that “P” is true.
In Modus Ponens, given the truth of those two
Premises, it necessarily follows that the
Conclusion “Q” is true.

5. Modus Tollens (Denying the
Consequent). Modus tollendo tollens (in
English, “the way that denies by denying”) is
another form of Conditional Proposition.
Modus Tollens is the contrapositive inference,
called “Denying the Consequent,” where
proving that the Consequent is false
establishes that the Antecedent is also false. It
takes the form: “If P is true, then Q is true; Q
is shown to be false; therefore, P is false”.
Stated differently:

(1) P implies Q.
(2) Not Q.
(3) Therefore, not P.

Stated symbolically: “P > Q; = Q; .. — P,
where the logic symbol” —” stand for
Negation and the logic symbol “..” stands for
the English word “therefore.” This inference
is also called the Law of Contraposition.
Example: “If it rains, then the sidewalk will
be wet; the sidewalk is dry; therefore, it has
not rained”. The Modus Tollens form can be
constructed by taking the negative of the
Consequent and making it the Antecedent of
the Conditional, and making the negative of



the Antecedent into the Consequent of a new
Conditional. Modus Tollens applies equally to
Material Conditionals and to other kinds of
Conditionals.

Note that Modus Tollens does not disprove
the Validity of the Implication relationship.
Rather, it assumes that the Implication
relationship is Valid, and instead Negates the
Antecedent whenever the Consequent is false.
Attacking the Implication itself would require
proof that the Consequent is false when the
Antecedent is true.

Modus Tollens was proposed by philosopher
of science Karl Popper as the engine of
scientific advancement. Popper theorized that
a scientific theory lasts only until it is
falsified, at which time it must be replaced
with a new theory. Popper went so far as to
suggest that theories that could not be
subjected to falsification were not scientific.
This concept ended up as one criteria for the
validity of scientific opinion in the Daubert

case.'®

6. “Not-P or Q.” From the Law of the
Excluded Middle, we know that “Q” is either
true or false; that is, either “Q or not-Q”.
Modus Ponens indicates that when “P” is true,
“Q” is true. One way of saying that “Q is
true” is “Q”. Thus, when “P” is true then
Modus Ponens can be shortened from “P > Q”
to “Q”. Modus Tollens indicates that when
“Q” is false, “P” is false. Thus, when “Q” is
false, Modus Tollens can be shortened to
“not-P”. Thus, Modus Ponens and Modus
Tollens taken together leave you with only
two outcomes: “Q or Not-P.” Therefore, “P>
Q” is logically Equivalent to “Q or not-P”.
By convention, logicians reverse the order by
saying “not-P or Q”. Because “P> Q” and
“not- P or Q” are logical Equivalents, they can
be substituted for one another in Deductive
Logic Proofs. The Paradoxes of the Material
Conditional (see Section VIL.N.1) could be
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eliminated by describing “P > Q” as “P is

false or Q is true.”

7. Fallacy of Denying the Antecedent. As
noted above, in the Proposition “P implies Q”,
the Antecedent is “P” and the Consequent is
“Q”. A rule of Logic says that the fact that “P
implies Q” does not mean “not-P implies not-
Q”. This logically Invalid deduction is called
the “Fallacy of Denying the Antecedent.”
Denying the Antecedent looks like this:

(1) P implies Q.
(2) Not-P.
(3) Therefore, not-Q.

The Proposition “P implies Q” means that
whenever P is true, Q must also be true. But
knowing implication relationship that does not
tell us what Q is when P is false.

8. Fallacy of Affirming the Consequent. A
rule of Logic says that the fact that “P implies
Q” does not mean “Q implies P”. The
Argument looks like this:

(1) P implies Q.

) Q.
(3) Therefore, P.

This logically Invalid deduction is called the
“Fallacy of Affirming the Consequent.” In the
foregoing example, the Consequent “Q” has
been proven, or affirmed. Affirming “Q” does
not, however, affirm “P”. This is because, in
our example, the only logic-based relationship
between “P” and “Q” we are given is that “P
implies Q. This is not enough information to
say whether “Q implies P”. “Q” may imply
“P”, or it may not. We simply cannot say, if
all we know is that “P implies Q”.

Recap: for the Implication “P implies Q”, (i)
affirming the Antecedent affirms the
Consequent, (i1) denying the Antecedent does
not affirm or deny the Consequent, (iii)
affirming the Consequent does not affirm the



Antecedent, and (iv) denying the Consequent
disproves the Antecedent. If you deny the
Antecedent, then the Proposition is Unsound
and therefore Invalid.

9. Conditional Propositions Can Be
Sorites. Conditional propositions can be
stated as Sorites. In this case, the Consequent
of the preceding Conditional is the Antecedent
of the next.

Example:

If A then B.
If B, then C.
If C, then D.
If D, then E.
Therefore, if A, then E.

The example restated:

P implies Q.
Q implies R.
R implies S.
S implies T.
P.

Therefore, T.

Stated in symbolic form:
P>QoR>SoT;P; - T.

The foregoing example is called “Chain
Reasoning.”

10. Attacking a Conditional Proposition.
There are three ways to attack the Conclusion
of the Implication that “P implies Q: (i)
disproving “P”; (i1) disproving “Q”; or (iii)
proving that the Implication is Invalid. The
first attack establishes that the Implication is
Unsound, but it does not establish whether
“Q” is true or false, nor does it prove that the
Implication is Invalid. It merely establishes
that the Implication does not apply to the facts
in question.''® The second attack negates the
Consequent (which under Modus Tollens
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would negate the Antecedent) but does not
prove that the Implication is Invalid. The third
attack disproves the asserted implication
relation between “P”” and “Q”, but it doesn’t
establish whether “P” or “Q” are true or
false.'"’

11. Disproving a Material Implication.
Given the Material Implication that “P > Q”,
there is a distinction between disproving “P”
or disproving “Q” and disproving the Material
Implication relation itself. From the
perspective of Logic, the Material Conditional
“P > Q” is only False when “P” is true and
“Q” is false. In all other situations, “P > Q” is
True. Thus, a Material Implication can be
proved Invalid only by showing an instance
where “P” is true and “Q” is false.

One consequence of this principle is that a
Material Implication is logically True when
“P” is false, regardless of whether “Q” is true
or false. This is because, when “P” is false,
there can be no instance where “P” is true and
“Q” is false. Thus, the Material Conditional is
True whenever “Q” is true, even if “P” is
false, or “P” is completely unrelated to “Q”.
These oddities about the Material Conditional
give rise to difficult conceptual issues, called
Paradoxes of the Material Conditional,
discussed in Section VIL.N.1.

12. Biconditional. It is possible for “P” to
imply “Q” and for “Q” to imply “P”. This
situation is called “Biconditional”, and is
represented by the double-arrow symbol “<=".
In natural language, the Biconditional is
sometimes stated as “if and only if.” The
Biconditional logical Operator reflects that the
Antecedent implies the Consequent while at
the same time the Consequent implies the
Antecedent. Looked at differently, the
Biconditional is two linked Conditional
Propositions that are both true: “P > Q” and
“Q o P”. Other Logic-based names for
Biconditional are Equivalence and Identity.
The symbol for Equivalence or Identity is



“=". Logical Equivalence or Identity means
that, from a logical perspective, the Truth
Values of the Antecedent and the Consequent
are the same (either both true or both false),
which means that the Truth Tables are
identical, and that, in logical Arguments, the
terms on either side of the Biconditional are
interchangeable, and can be substituted one
for the other in Logic proofs.

13. Conjunctive Conditional Propositions.
A Conjunctive Conditional Proposition is a
Conditional Proposition that relates two or
more Antecedents, joined conjunctively, to a
Consequent. Example: “if A and B, then C”.

14. Disjunctive Conditional Propositions.
A Disjunctive Conditional Proposition is a
Conditional Proposition that relates two or
more Antecedents, joined disjunctively, to a
Consequent. The Conditional Proposition “if
either A or B or both, then C”, is an instance
of the Inclusive Disjunctive Conditional. (See
Section VIL.F.3 for discussion of Inclusive
Disjunction). The Conditional Proposition “if
either A or B, but not both, then C” is an
instance of the Exclusive Disjunctive
Conditional. (See Section VIILF.3 for
discussion of Exclusive Disjunction).

The Inclusive Disjunctive Conditional “either
A or B, or both, implies C”, can be attacked in
two ways: (i) disproving both “A” and “B”;
and (ii) disproving the Implication
relationship. Attack (i) proves the Proposition
to be Unsound; attack (ii) proves the
Proposition to be Invalid. An Exclusive
Disjunctive Conditional “either A or B, but
not both, implies C” can be Invalidated three
ways: (i) disproving both “A” and “B”; (i1)
showing that C is true when both “A” and “B”
are true; or (iii) disproving the Implication
relationship. Attack (i) proves the Proposition
to be Unsound; attacks (i1) and (iii) prove the
Proposition to be Invalid.
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15. Other Conditionals. The Material
Conditional (“P > Q”) is only one of many
types of Conditional Propositions. It is a
Truth-Value-based conception, which is False
when “P” is true and “Q” is false, but is True
in all other instances. Treating the Material
Conditional as True--when the Antecedent is
false--makes little sense in terms of the way
people normally use conditional statements in
regular speech. In regular speech, most people
link P to Q in a Conditional only when P and
Q are “related,” meaning that P and Q might
reasonably be connected. This perceived need
for relevancy has given rise to a form of logic
called Relevancy Logic, which adds to the
logic calculus an additional parameter that
reflects a relevancy requirement. Also, in
regular speech if a Conditional is asserted, and
it is shown that the Antecedent is false, the
normal reaction is to (improperly) treat the
Conditional Proposition as Invalid or the
Conclusion as false, with no thought given to
the fact that the Proposition is really Unsound
and that nothing can be determined about the
truth of the Conclusion.

Examples of other conditionals are Indicative
Conditionals, Subjunctive Conditionals,
Counterfactual Conditionals, and the Material
Biconditional.

a. Indicative Conditionals. “Indicative
Conditional” is the name applied to “if . . .
then” statements that are (usually) in the
present tense and indicative mood, such as we
frequently find in normal conversation. An
Indicative Conditional is usually used when
the speaker believes that the Consequent is
highly likely or even certain to follow from
the Antecedent. Example: “if you drive drunk
you will go to jail.” Or, “if you don’t finish
your homework then you can’t watch
television.” More generally: “if A is true, then
B is true”.

The following is an Indicative Conditional
stated in the past tense.



#1: If Booth did not kill Lincoln, then
someone else did.

Fictional works, despite the fact that they are
imaginary, are normally written in the present
tense, indicative mood, with specific instances
of past and future tenses, and the subjunctive
mood. This places the reader in the time-
frame of the story. Whether that is the past,
present, or future—which could not be done if
the subjunctive mood were used throughout.

b. Subjunctive Conditionals. Subjunctive
Conditionals are “if . . . then” statements that
are in the subjunctive mood rather than the
indicative mood. Subjunctive conditionals are
used when the truth of the Antecedent is
uncertain, when the Antecedent is known to
be untrue, and when the Antecedent is a future
event. The subjunctive mood is also used with
a true Antecedent when the likelihood that the
Consequent follows from the Antecedent is
questionable. Examples:

#2: If my husband got off work at Spm today,
then he will have picked up the dry
cleaning.

#3: If I hadn’t had to work late today, then I
would have picked up the dry cleaning.
#4: If I were to use my knight to capture his
bishop, and he were to take my knight
with his queen, I could move my rook to
put his king in check, and he would have
to move his queen to block the check,
which would allow me to capture his
queen with my rook. Even if his king
were to capture my rook, I would come
out ahead in the exchange of pieces.

#5: Under the principle of Mutual Assured

Destruction, if the USSR were to launch

ICBMs at the USA, then the USA would

launch ICBM’s at the USSR, resulting in

both countries being utterly destroyed,
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and vice-versa. Therefore, neither

country will launch ICBMs.

Example #5 stated with logic symbols would
be as follows. The Logic Operator “and” is
symbolized by “/\”. The Logic Operator “or”
is symbolized by “\V”’. The subscript | ’signi-
fies that the country launches ICBMs (USA,
V USSR, ). The subscript “,” signifies that the

country is utterly destroyed (USA, V USSR,,).

(1) USSR, - USA,,
(2) USSR, - USA,.
(3) USA, - USSR,
(4) USSR,.

(5) - USAp /A USSR,

This logical Argument indicates that if the
USSR were to launch ICBMs, then the USA
would be destroyed. However, if the USSR
were to launch ICMBs, then the USA would
also launch ICBMs in the moments before it
was destroyed. If the USA were to launch
ICBMs, then the USSR would be destroyed.
Therefore, if the USSR were to launch
ICBMs, then it would bring about its own
destruction. Since no country wants to destroy
itself, the USSR will not launch ICBMs. The
same goes for the USA. The principle may not
work where the persons in possession of a
nuclear device do not think and act rationally,
or cannot be identified as belonging to a state
that can be annihilated in response to a
nuclear explosion.

Where the Implication relationship is taken to
represent causation, it is easy to see that
people deal with subjunctive conditionals
constantly in their daily lives, in deciding
whether to do a particular thing or not do that
thing, in order to bring about or avoid a future
event or future condition. Logic can help that
type of task. Example: If I do X, then Y will
occur. I do not want Y to occur, so I do not do
X. Unfortunately, refraining from doing X
does not guarantee that Y will not occur, if Y
has other possible causes. Such thinking is



Denying the Antecedent, which is a logical
fallacy. Y can only be avoided if you know all
of the Antecedents of Y and negate all of
them. However, in the special case where we
know that Y will occur if and only if X occurs,
then by avoiding X we can avoid Y. This is an
example of the Biconditional.

The subjunctive mood is used when
discussing how things might have been
different if some event in the past had or had
not occurred. (If Booth had not killed
Lincoln). The subjunctive mood is also used
in describing the future when the future is not
certain. (If Congress were to raise the
minimum wage, it would increase
unemployment among the marginally
employed). The subjunctive mood can also be
used for the present, where the Antecedent of
the Conditional Proposition is contrary to fact.
Example: The commuter driving home from
work sees a billboard that says: “if you lived
here, you would be home by now.”

c. Counterfactual Conditionals. Another
type of conditional statement is the
“counterfactual Conditional.” A counterfactu-
al Conditional is a Conditional has an
Antecedent that the speaker knows is contrary
to fact. Example: "if p were to happen then q
would be the case," or "if p were to have
happened then q would have happened". The
speaker usually uses the subjunctive mood,
but sometimes counterfactual Conditionals are
stated in the indicative mood.

Subjunctive conditionals are also used when
the Antecedent is an event or condition in the
past that contravenes history, (i.e., if
Napoleon had not invaded Russia). Example:

#6: If Booth had not killed Lincoln, then
someone else would have.

Conditional #1 and Conditional #5 are worlds
apart. Conditional #1 expresses certainty (i.e.,
it is 100% certain that someone killed
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Lincoln), while Conditional #6 deals with a
world that might have been (noone knows for
sure that someone other than Booth would
have tried or been able to kill Lincoln).
Another example:

#7: If Hinckley had succeeded in killing
Reagan, the Berlin Wall would be
standing today.

#8: If the Confederacy had won the Civil

War, America would now be a voluntary

union like Canada, united but with a right

to withdraw from the union.

U.S. Philosopher David Lewis has suggested
that counterfactual Conditionals be evaluated
as true or false according to whether the
Consequent is true in the ‘most similar’
possible world to ours for which “p” is true.
Counterfactual Conditionals are an essential
part of some liability claims. Example: If the
decedent had not been killed in the refinery
explosion, he would have earned X dollars
during his working life. Another example: If
the supplier hadn't breached his contract, the
business would have had a net profit of Y
dollars.

16. The Dilemma. In Logic, a Dilemma is a
Proposition in which two options lead to the
same Conclusion. A Dilemma is symbolized
as follows:

A or B
A 7 C
B & C

Therefore, C

A Dilemma in ordinary speech has a different
meaning. It usually means the necessity of
choosing between two or more options, each
of which leads to a different but nonetheless
disagreeable outcome.



Alogical dilemma was depicted in CATCH-22.
“In Joseph Heller's novel of this title,
American pilots in the second World War
learned that they could not avoid flying
bombing missions unless they were crazy; to
be relieved from duty, they had to request a
reprieve. The ‘catch-22' was that the very act
of seeking to avoid hazardous combat duty
demonstrated a pilot's sanity, thereby ensuring
a denial of the request.”''®

17. Degrees of Conditionals. Conditional
statements are sometimes categorized as zero,
first, second, and third conditionals. Zero
conditionals are always true when the Antece-
dent is true. Example: “If you heat water to
210°, it will boil.” With a “first conditional,”
the Antecedent must occur for the Consequent
to be possible. Example: “If you unlock the
door, I can come inside.” A “second
conditional” involves an imaginary present
Antecedent and an unlikely future
Consequent. Example: “If I had $200,000, I
would buy a Maserati,” or “if [ buy a lottery
ticket I might win a million dollars.” A “third
conditional” describes a past that did not
happen and a Consequent that is imaginary.
Example: “When Strom Thurmond ran for
President, we voted for him. We’re proud of
it. And if the rest of the country had followed
our lead, we wouldn’t have had all these
problems over the years, either.”'"’

18. Disproving Other Conditionals. A
Conditional Proposition (or Implication) “P -
Q” (which is not the Material Conditional)
can be disproved by finding a counter
example where “P” is true and “Q” is false.
This is particularly so when the Implication is
meant to suggest that P causes Q. The history
of science is filled with examples of
observations of natural phenomena and the
conduct of contrived experiments designed to
demonstrate or disprove claims of causation,
which is a form of Implication.

-36-

The Premise of a Conditional Proposition can
be disapproved in two ways: by proving that
“P” is false, or by proving that “Q” is false.
The latter method is an instance of Modus
Tollens.

It is necessary to distinguish disproving the
Conditional Proposition from Denying the
Antecedent or Denying the Consequent. To
disprove the Conditional Proposition, you
must show that, in at least one instance, the
Antecedent is true when Consequent is false.
Denying the Antecedent establishes that “P”
is not true, and that the Proposition is
therefore Unsound. Denying the Consequent
establishes that Q is not true and that therefore
the Antecedent “P” is not true. Denying the
Consequent is discussed in Section VII.C.5.

19. Legal Presumptions. Some legal
presumptions are “structural,” meaning that
they assign the burden of persuasion in a court
case. Examples include the presumption of
innocence in a criminal case,'”” and the
presumption of community property in a
marital property dispute.'?!

Apart from structural presumptions like these,
there are a host of other legal presumptions
that indicate that proof of a particular fact
permits or requires the fact finder to draw a
certain conclusion. In this Article, such
presumptions are called “particular” presump-
tions. Particular presumptions are a form of
indicative conditional statement, P - Q. Some
particular presumptions are rebuttable, and
some are not. In some instances, two or more
presumptions can collide, and it is necessary
to determine which of the opposing
presumptions will prevail.

D. EULER CIRCLES. One way to
visualize a logical proposition is to use a
diagram called an “Euler Circle,” originated
in 1768 by Leonhard Euler, a Swiss
mathematician. In an Euler Circle, a
classification is represented by a circle.'** All



instances of that classification fall within that
circle. The proposition that “All A is B” is
depicted:

® B

In the foregoing Euler Circles, since all As are
Bs, the circle of all As is totally inside the
circle of all Bs. The foregoing diagram also
depicts the conditional proposition that “A
implies B” (A > B) and that “not-B implies
not-A” (— B > = A). The foregoing diagram
also indicates that some B is A.

If only “some A is B”, then the Euler Circles
look like this:

<oD

With the foregoing Euler Circles, some As fall
within the circle of Bs, but some As fall
outside the circle of Bs. The portion of As that
are Bs falls within the area where the two
circles overlap, marked in the foregoing Euler
Circles with the “+” sign. The foregoing Euler
Circles also indicate both that some As are Bs
and that some Bs are As.

If “no A is B,” then the circle of As does not
overlap the circle of Bs:

The foregoing Euler Circles also reflect that
“no B is A”. The proposition that “no A is B”
and the proposition that “no B is A” are
logically Equivalent.
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If all As are Bs and all Bs are As, then the
circle of As is coterminous with the circle of
Bs:

The foregoing Euler Circles reflect Logical
Equivalence (A = B) or the Biconditional (A
<> B)

The following Syllogism reflects the Fallacy
of the Undistributed Middle:

(1) All politicians are pompous.
(2) John Doe is pompous.
(3) Therefore, John Doe is a politician.

The reasoning is fallacious, because John Doe
could be pompous even if he is not a
politician, say if, for example, he is a college
professor.'” Expressed with Euler Circles
(where Politicians are “PL”, Pompous is
“PM”, and John Doe is “JD”):

If Circle PL is the universe of all politicians,
and Circle PM is the universe of pompous
persons, and Circle JD is John Doe, then to
say that “all PL is PM” (i.e., all politicians are
pompous) means that the Circle PL is inside
Circle PM. Likewise, to say that “John Doe is
pompous: means that the Circle JD is inside
the Circle PM. But as the Euler Circles show,
the fact that the Circle of PLs and the Circle
of JD are both within the Circle of PM does
not guarantee that the Circle of Pls and the
Circle of JD coincide.

Euler Circles can be used to visualize a
number of different propositions. For
example, Euler Circles can be constructed for



a lawsuit to recover damages, where “L” is
liability, “C” is causation, “D” is damages:

4
5°Q

O,

The plaintiff recovers a judgment only in the
area with a “+,” where liability, causation, and
damages, coincide.

E. TRUTH TABLES. Truth Tables were
developed as an effective way to visualize
whether a logical proposition is True or False
for every Truth Value of each component of
the Proposition.

A Truth Table consists of all possible
combinations of Truth Values of a Logic
Statement or Proposition. The Truth Table for
the Statement “P” is:

Truth '['ablc_for P

P

F

A Truth Table for the two Statements “P” and
[13 29 is:

Truth Table for “P” and “Q”

P | Q
T T
it F
K T
F F

The following Truth Table pertains to the
Logic Operator “Logical Conjunction.”
Logical Conjunction is signified by the word
“And”; it operates like the conjunction “and”
in standard English. When two Statements in
a logic Proposition are joined by an “And,”
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the Proposition is True if and only if both
Statements are true. The logic symbol for
Conjunction is “/\”.

In the following Truth Tables, “P” and “Q”
are Statements; “P /\ Q” is a Proposition; “T”
means “true; ” and “F” means “false.”

Truth Table for
T.ogical Conjunction (and)

P Q PAQ
T T

T F F
F T F
F ¥ F

The Truth Table for Logical Conjunction

reads like this:

(1* row) if P is true and Q is true, then “P A
Q” istrue.

(2™ row) if P is true and Q is false, then “P A\
Q” is false.

(3" row) if P is false and Q is true, then “P A\
Q” is false.

(4™ row) if P is false and Q is false, then “P A\
Q” is false.

Note that in a Truth Table there is a column
for each Statement of the Proposition, plus a
column for the Proposition itself. The column
under the Proposition indicates whether the
Proposition is logically True or False, which
in turn depends upon the Truth Values of each
Statement making up the Proposition. Every
possible combination of True and False, for
all Statements that make up the Proposition,
are recorded in the Truth Table.

If there are more than two Statements in a
Proposition, then the Truth Table widens and
lengthens. (The number of columns is " and
the number of rows is 2", or two to the nth
power, where “n” is the number of statements
in the proposition. For three statements joined
conjunctively, the Truth Table looks like this:



P Q R PAQAR
T T T T
T T F F
T F T F
T F F F
F T T F
F T F F
F F T F
F F F F

In law, the burden of persuasion requires the
party asserting a proposition to prove the
“truth” of the proposition. In a simple lawsuit
to recover damages, the plaintiff must prove
liability (L) and causation (C) and damages
(D), to win a money judgment. This is a
specific application of the general proposition
“P A Q A R”. Here is the Truth Table for a
simple damage suit, where “J” is a judgment
for the plaintiff:

L C D J
T T il T
T T F F
T F il F
T F F F
F T il F
F T F F
F F T F
F F F F

F. LOGICCONNECTORS. The branch of
Logic that focuses on the role of Logic
Connectors is called Propositional Logic.
Logic Connectors connect two or more
Statements (or elements) in a logical
Proposition. Logic Connectors include: not;
and; or; equivalent; nonequivalent; implies;
NAND; NOR; NOT; XNOR; and XOR (more
precisely, “not” is a Logic Operator, not a

-39-

Logic Connector). The Logic Connectors are
discussed below.'**

1. Logical Negation. In Logic, Negation
means the opposite of the term, Statement or
Proposition that is being Negated. For
example, the Negation of “P” is “— P”, where
the symbol “—” means “not.” Negation is
similar to the word “not” in normal language,
or a prefix (like “un”) that reverses the
meaning of the word or concept. As a Logic
Operator, Negation applies to the first
meaningful proposition to the right of the
Negation sign. As a consequence, if the intent
is to negate a compound Proposition, it is
necessary to put the compound Proposition in
parenthesis. Otherwise the negative operator
would apply only to the first element of the
Compound Proposition. Example: compare “—
P And Q” to “— (P And Q)”. The first
proposition is True when “P” is false and “Q”
is true. The second Proposition is True when
either “P” or “Q” is false, or both, are false.
See the discussion of Conjunction in the next
section.

The Truth Table for Negation is:

P |—-P
F

F T

The Truth Table for Negation reads like this:
(1* row) If P is true, then — P is false.

(2™ row) If P is false, then — P is true.

Under the Law of Contradiction, “P” and “—
P” cannot both be true or both be false.

The Euler Circle for Negation is:
-P



Everything that is “P” is inside the P-Circle;
everything that is “not-P” is outside the P-Circle.

2. Logical Conjunction. In formal Logic,
as well as in grammar, two Statements joined
by the word “And” are “Conjunctive.” The
Logic Connector symbol for “And” is “A\”, an
upside-down V. A Proposition consisting of
two terms connected by an “And” Connector
is logically True only if both terms are true. If
three, four, or more Statements are
conjunctively joined into one Proposition, the
Proposition is logically True if and only if all
Statements in the Proposition are true. The
Truth Table for Conjunction is set out in
Section VILE. above. The Euler Circles for
the Conjunction of two terms are:

¢

The Proposition “A and B” is true only for the
area where the two circles overlap, marked
with a “+.”

(The following list uses Logic Connectors,
which are discussed in greater detail later in
this Section.) Conjunction has the following
logical properties (where “V” signifies
Logical Disjunction, and “=” signifies
“Logically Equivalent”).

Associative: ANBAC)=(ANB)AC

Commutative: A/AB=BAA

Distributive: ANBVC) =(ANB)V
(ANC)

Idempotent:'> A ANA=A

“Truth-preserving,” meaning that when all
variables in a Proposition are true, the
Proposition is True.
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“Falsehood-preserving,” meaning that when
all variables in a Proposition are false, the
Proposition is False.

“A and B” is a common “search term” on
Westlaw and Lexis. It returns legal authorities
that contain both terms. Conjunction is a
powerful way to narrow a computer-based
search. The foregoing Euler Circle reflects
that “A and B” is a subset of all A’s and all
B’s.

The Logic Operator “And” is similar to but
not the same as the English conjunction
“and.” In natural English, the word “and”
sometimes connotes sequence, as in “I ate
breakfast and went to work.” The English
“and” also sometimes implies a division of the
whole into parts, as in “police cars are black
and white,” meaning not that the car is all
black and at the same time all white, but
rather that part of the police car is black and
part is white. The English “and” sometimes
joins two or more terms in the subject or
predicate of a sentence, like “Jack and Jill
went up the hill.” There are other examples of
English usage that differ from the logical
Operator.

3. Logical Disjunction. Logical “Disjunc-
tion” is a logical Operator analogous to the
English word “or.” A Proposition consisting
of two Statements connected by the Operator
“Or” is “Disjunctive.” There are two types of
Disjunction: Inclusive and Exclusive.
Inclusive Disjunction permits the Proposition
“A Or B” to be True if either A is true or B is
true, or both are true. Stated in natural
language, a logical Proposition consisting of
two Statements joined by an “inclusive or”
Connector is True if either or both Statements
are true. If three or more Statements are
joined by Inclusive Disjunction, the
Proposition is True if any one or more of the
Statements is true. The Inclusive Disjunctive
Proposition is False if and only if all
Statements in the Proposition are false.



Logical Propositions can be joined
Disjunctively, with the same effect. A real
world example of the Inclusive Disjunction
occurs in a cafeteria, where you can have
green beans, mashed potatoes, black eyed
peas, french fries, or another vegetable.
Selection of one does not preclude selection
of another. The Logic symbol for Inclusive
Disjunction is “V” and is written “OR.”

The other instance of disjunction is the
“Exclusive Disjunction.” The “exclusive or”
allows the Disjunctive Proposition “A Or B”
to be True if either A is true or B is true, but
not both. If three or more Statements are
joined by the Exclusive Disjunction, the
Proposition is True if and only if one, and
only one, of the Statements is true. If more
than one Statement is true, or if all Statements
in the Proposition are false, then the
Proposition is False. A real world example of
Exclusive Disjunction is: you can be either in
Dallas or Houston at 10:00 a.m. tomorrow,
but not both. The Logic Operator symbol for
Exclusive Disjunction is “V” and is written
“XOR.” A mathematical example of
Exclusive Disjunction: an integer is either odd
or even.

Often a sentence in English doesn’t tell you
whether the Inclusive Disjunction or the
Exclusive Disjunction is intended. In natural
language sentences, we can usually rely on
context or common sense to tell us which type
of disjunction is intended. However, Logic
does not rely on context or common sense.
Logic requires that you specify the form of

“or” you are using in a disjunctive
proposition.

Disjunction has the following logical
properties:

Associative: AVBVC)=(AVB)VC

Commutative:'”* AVB=BVA

4]-

Distributive: AVBAC) =(AVB)A
(AV C)
AABVC) = (AAB)V (A
AC)

Idempotent:'” AV A=A

Truth-preserving: meaning that when all
variables in a Proposition are true, the
Proposition is True.

Falsehood-preserving: meaning that when
all variables in a Proposition are false, the
Proposition is False.

The Truth Table for two statements joined by
Inclusive Disjunction is:

Inclusive Disjunction

(V) or (OR)
P Q PVQ
T T
T . T
F T T
F F F

The Inclusive Disjunction Truth Table

indicates:

(1** Row) When “P” is true and “Q” is true,
then the Proposition “P \V Q” is True.

(2™ Row) When “P” is true and “Q” is false,
then the Proposition “P \V Q” is True.

(3" Row) When “P” is false and “Q” is true,
then the Proposition “P \V Q” is True.

(4™ Row) When “P” is false and “Q” is false,
then the Proposition “P \V Q” is False.

Examples of Inclusive Disjunction:

A 17-year old female is an adult if (i) she is
married,'”® or (ii) she has had her disabilities
of minority removed by a court, or (iii) or
both.



The Truth Table for two statements joined by
Exclusive Disjunction is:

Exclusive Disjunction
(V) or (XOR)

P Q PYQ
T i F
T F T
. T T
F F F

The Exclusive Disjunction Truth Table

indicates:

(1* Row) When both P and Q are true, then
the proposition “P V Q” is false.

(2™ Row) When P is true and Q is false, then
the proposition “P V Q” is true.

(3" Row) When P is false and Q is true, then
the proposition “P V Q” is true.

(4™ Row) When both P and Q are false, then
the proposition “P V Q” is false.

Examples of Exclusive Disjunction:

* A “true-false” test.

* A multiple choice test.

*  Game show host: “Do you want what’s
behind Door No. 1, Door No 2, or Door
No. 3?”

* Aristotle’s Law of Excluded Middle:
“Either A is B or A is not B”. Expressed
symbolically: (A =B) V (A # B).

* A real number is either odd or even.

»  Either God exists or God does not exist.

*  President Bush: “Either you are with us,
or you are with the terrorists.”

* A person is an American citizen if (i) she
was born in America, or (ii) she has been
“naturalized” by a federal judge.

Disjunctive
Exclusive Disjunction,
following form:

propositions involving the
would take the

1.PVQ.
2. P.
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3. . —Q.

The foregoing Argument expressed in English
is: either P is true or Q is true, but not both; P
is true; therefore, Q is false.

Or:
1.PVQ.
2.~ P.
3. Q.

The foregoing Argument, expressed in
English is: either P is true, or Q is true, but not
both; P is false; therefore, Q is true.

The following Euler Circles depict both
Inclusive Disjunction and Exclusive Disjunc-

tion:

The Inclusive Disjunction is true for
everything that is inside either the P-Circle or
the Q-Circle or both. The Exclusive
Disjunction is true for everything that is
within the parts of P-Circle or the Q-Circle
that do not overlap (i.e., excluding the area
with a + sign).

4. Material Implication. Material
Implication, discussed in Section VII.C.3
above, has the following Truth Table:

P Q P>Q
T T i
T F F
F T i
F ¥ i

If “P > Q” is True, and P is true, then Q must
be true. If P is true and Q is false, then “P >
Q” is False. The first row of the foregoing



Truth Table exemplifies Modus Ponens (i.e.,
if P is true then Q must be true). The fourth
row of the foregoing Truth Table exemplifies
Modus Tollens (i.e., if “P > Q” is True, and Q
is false, then P must also be false.) Note that,
for the Material Conditional, if P is false then
“P > Q” is True, regardless of whether Q is
true or false. This leads to the problem of
Explosion, discussed in Section VIL.B.5.

The Truth Table reflects an important aspect
of the Material Conditional: the Material
Conditional is False only when P is true and Q
is false. In all other instances, the Material
Conditional is True. The fact that the Material
Conditional is True whenever P is true,
regardless of whether Q is true or false,
creates conceptual problems when dealing
with “real world” Conditionals and limits the
usefulness of the Material Conditional as a
way to express natural language Conditionals.
See Section VIL.N.

The Euler Circles for all kinds of implication
looks like this:

®) o

The foregoing Euler Circles reflect that all
instances of P are also instances of Q, which
allows us to say that P implies Q. However, Q
may include instances that are not P, showing
that Q does not necessarily imply P. If Q is
Negated, then P is also Negated, because all
instances of — Q lie outside of the Q-circle,
while all instance of P lie within the Q-circle.
From a categorical perspective, the foregoing
Euler Circles reflect that all Ps are Qs, while
some Qs are Ps. Stated in terms of
Implication: “P implies Q”; “Q can imply P”’;”
not-Q implies not-P”’; “not-P can imply not-

Q.

Aristotle’s simple declaratory Syllogism can
be expressed in Propositional Logic: (P A Q)
> R, where P is the Major Premise, Q is the
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Minor Premise, and R is the Conclusion.
When the Major Premise (P) is true, and the

Minor Premise (Q) 1is true, then the
Conclusion (R) necessarily is true.
5. Material Equivalence. “Material

Equivalence” is a Logic Operator that
signifies that two terms are true together or
false together. Material Equivalence is
different from equality, because equals are the
same while Material Equivalents merely have
the same Truth Values for every Truth Value
of Terms that make up the Proposition (i.e.,
either both are true or both are false). Both
Statements and Propositions, as used in this
Article (see Section VI.B.), can be Material
Equivalents.

Symbolically, Material Equivalence is
signified by “=" or “~.” This Logic Operator
is also called Biconditional. The Proposition
“A = B” is True when A and B are both true
or are both false. The Proposition A = B is
False when A is true and B is false, and when
A is false and B is true. The Truth Table for

Material Equivalence is:

I T B
H |9 = |
RS B

Here are some Material Equivalents expressed
in symbolic Logic:

(1)~ (PAQ) =—PV~—Q. This means that the
Negation of the Conjunctive Proposition “P
And Q” is Materially Equivalent to the



Disjunctive Proposition “not-P or not-Q.” Put
differently, the statement “P And Q” is False
if either “P” is false or “Q” is false. See
Alternative Denial, at Section VILF.7.

(2) =~ (PV Q) =—P A —Q. This means that
Negation of the Disjunctive Proposition “P Or
Q” is “not-P And not-Q.” Put differently, the
statement “P Or Q” is False when both P and
Q are false.

(3) P> Q = = Q o — P. This means that the
Material Conditional Proposition “P implies
Q” is Materially Equivalent to the Material
Conditional Proposition “Not - Q implies not -
P”. This is Modus Tollens, discussed in
Section VII.C 4.

(4) P> Q =—~P V Q. This means that the
Material Conditional Proposition “P implies
Q” is Materially Equivalent to “—~ PV Q”, and
indicates that either “P” is false or “Q” is true.
This is because when “P” is true then “Q” is
also true (Modus Ponens), but when Q is false
then P is also false (Modus Tollens). See
Section VII.C. 4 & 5.

(5) Some S is P = Some P is S. This is
Conversion. No S is P = No P is S. This also
is Conversion. Conversion is the process of
creating a new Conditional Proposition by
switching the subject and the predicate of the
original Conditional Proposition. See Section
VIL.B.7.

The Euler Circles for Material Equivalence
are:

In the foregoing Euler Circles, the A-circle
and the B-circle are coterminous, meaning
that all A’s are B’s and all B’s are A’s.
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6. Material Nonequivalence. “Material
Nonequivalence” is a Logic Operator that
signifies that two terms always have opposite
Truth Values. Terms with opposite Truth
Values are called “Contradictories.” See The
Square of Opposition, at Section VII.B.8.

Symbolically, Material Nonequivalence is
signified by “=”. The Proposition “A = B” is
True where A and B have opposite Truth
Values, so that when A is true then B is false,
and when A is false then B is true. The
Proposition “A # B” is False when A and B
are both true, and when A and B are both
false. The Truth Table for Material

Nonequivalence is:

A B A=zB
s F
T I T
¥ T T
F F F

Here are some Material Nonequivalents
(HA=z—A
2)(P=-Q)=#(P>7Q)

The Euler Circles for nonequivalence are:

In the foregoing Euler Circles, the A-Circle
and the B-Circle do not overlap, meaning that
no As are Bs which means that no Bs are As.

7. Alternative Denial. In Propositional
Logic, “Alternative Denial” means that the
Proposition “A And B” is False when either
“A” is false or “B” is false, or both are false.
In Propositional Logic “Alternative Denial” is
expressed “— A V — B.” In Symbolic Logic,
Alternative Denial is depicted “A | B”. The
verbal Connector for Alternative Denial is
“NAND.”



In Euler Circles, Alternative Denial is
represented by all area outside the overlap of
the A-Circle with the B-Circle (marked with

a + sign):

8. Joint Denial. In Propositional Logic,
Joint Denial means that the Proposition “A
And B” is False only when both A and B are
false. In English the phrase used to indicate
Joint Denial is ‘“neither A nor B.” In
Propositional Logic, Joint Denial is depicted
“= A A—B”. In Symbolic Logic, Joint Denial
is depicted “A | B”. The verbal indicator for
Joint Denial is “A NOR B”. The Truth Table
for Joint Denial is:

A | B | ANORB
T | T F
T | F F
F|T i
5 | -

In Euler
Circles, Joint Denial is represented by
everything outside of both circles:

Q

G. SYMBOLIC LOGIC. Symbolic Logic
uses symbols to signify the Logic Operators
used in Propositions and Arguments. It is
similar to mathematics in the sense that there
are special symbols that can be used in
processes that follow rigid rules. Once these
symbols and rules have been learned,
allowing Logic operations to be expressed
without words, it is much easier to both
express and understand the way Logic works.

2 A m B
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Symbolic logic is divided into Propositional
Logic and Predicate Logic. Propositional
Logic uses symbols to stand for Logic
Propositions and Logic Connectors.
Propositional Logic only considers whether a
Proposition is true or false. Predicate logic is
an extension of Propositional Logic that uses
variables that can be quantified.

Here are some logical Propositions expressed
in Symbolic Logic:

(1) Modus Ponens: P> Q; P; ~.Q

(ii) Modus Tollens: P> Q; —~Q; . =P

(ii1) The Law of Identity: A = A -or- A = A

(iv) The Law of Contradiction:
Az=A-or-~(PA—Q)

(v) The Law of the Excluded Middle: A V —
A

(vi) Material Implication: P>Q=—PV Q

H. TAUTOLOGIES AND SELF-
CONTRADICTIONS. The ancient Greeks
defined Tautology as a logical statement that
says that a thing is the same as itself. An
example of a mathematical tautology would
be2=2or (x +4)= (4 +x). In Logic this is
called the Law of Identity. In terms of
practical utility, a Tautology tells you nothing
that you don’t already know. However, if
someone proposes that A and B are different,
and you demonstrate that A and B are the
same, you have refuted the proposition, which
may prompt the proponent to reconsider her
position.

In Propositional Logic, a Tautology is a Logic
Proposition or formula that is always true,
regardless of whether the individual terms of
the Proposition are true or false. An example
is Aristotle’s Law of the Excluded Middle,
which can be expressed in symbols as “A V —
A”, and in words as “either A or not-A, but
not both”, meaning that a particular thing is
either itself or it is not itself, but it cannot be
both. The Truth Table for “A V —A” (either A
or not-A but not both) is:




T F T
F T T

Note that the T-T-F and F-F-F rows are
omitted because, under the Law of
Contradiction, A and —A cannot have the
same Truth Value—that is, they cannot both be
True or both be False.

Here are more Tautologies:

(AANB)V(—A)V (—B).

The foregoing Proposition can be stated:
Either A and B are both true or else A is false
or B is false.

Law of Contraposition: (A > B) < (=B > —A).

Indirect proof, known as Reductio ad
Absurdum: ((—A > B) A (TA > —B)) o A.
Indirect proof is discussed in Section VI.J.3.

A Self-Contradiction is a logical Proposition
that is always False regardless of whether the
terms of the Proposition are True or False.
The Proposition “A And Not-A” (A A —A), is
a Self-Contradiction because, under all
conditions, a thing cannot be both A and not-
A. The Truth Table for the Proposition “A /\
—A”is:

A A ANDA

T F F

Flor I

A Proposition that is neither a Tautology nor
a Self-Contradiction is called a “Contingent”
Proposition. It is True for some Truth Values
of its Terms but not others.

A definition is a Tautology, but definitions are
nonetheless useful in that they describe an
unknown word using words that are known, or
permit a longer phrase or more complicated
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description to be represented by a single word
or shorter phrase.

I. AXIOMS. An “Axiom, ” also called a
“Postulate,” is a statement regarded as being
self-evidently true without proof.'* Many
logical Arguments start with an Axiom in
order to avoid an infinite regression in search
of a starting assumption."** Success in using a
self-evident assumption, as the first step in a
line of reasoning, depends upon the
audience’s agreeing with the Axiom.

One familiar Axiom is Rene Descartes’
assertion: “Cogito ergo sum,” (I think;
therefore, I am). In pursuing his “Method” of
analysis, Descartes had challenged the
assumptions underlying all of his beliefs and
arrived at the one bedrock belief that he could
not doubt without creating a logical paradox:
Descartes could doubt everything except that
he could not doubt the existence of his
consciousness that was doing the doubting.
He took this as his starting point for building
a new view of the world.

The American Declaration of Independence
begins with several Axioms:

We hold these truths to be self-evident:
that all men are created equal, that they
are endowed by their Creator with certain
Unalienable Rights, that among these are
Life, Liberty, and the pursuit of
Happiness.”""!

J. CONSTRUCTING DEDUCTIVE
ARGUMENTS IN PROPOSITIONAL
LOGIC. This subsection of the Article
discusses constructing deductive arguments
expressed in Propositional Logic.

1. Direct Deductive Arguments. A
Deductive Logic Argument is a step-by-step
proof that one or more Premises lead with
certainty to a particular Conclusion. The
process of connecting the Premises to the



Conclusion is done using “Rules of Inference”
and “Rules of Replacement.” In a Direct
Deductive Argument, every step of the proof
is either a Premise, or a Rule of Inference, or
a Rule of Replacement, or a Conclusion.'*

a. Rulesof Inference. Here are some Rules
of Inference that allow you to move from one
step of an Argument to a subsequent step, in
a deductive fashion:'*

(1) Syllogism
(A>B)A(B>C)>(A>C)

The fact that A implies B and B implies C
means that A implies C.

(2) Modus Ponens

PoQ
P

2 Q

If P implies Q, and if P is true then Q is also
true. In different words, given a Material
Implication, if we know that the Antecedent is
true then we know that the Consequent is true,
under the rule of Modus Ponens.

(3) Modus Tollens

If P implies Q, and Q is not true, then P is not
true.

(4) Proof by Cases
(AVB)A(A>oC)A(B>C)>C

If“A implies C” and “B implies C”, then C is
true if either A or B (or both) is true.

(5) Exclusive Disjunctive Syllogism
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AVB AVB
—A or - B
~ B ~ A

(Firstiteration): If the Proposition “A Or B” is
True, and A is not true, then B must be true.
(Second iteration): If the Proposition “A Or
B” is True, and B is not true, then A must be
true.

(6) Disjunction Introduction (Addition)

A B
~AVB or ~AVB

(First iteration): If A is true, then the
Proposition “A Or B” 1is true. (Second
iteration): If B is true, then the Proposition “A
Or B” is True. This follows from the fact that
a Disjunctive Proposition is True if any Term
in the Proposition is true.

(7) Simplification

ANB
WA

ANB
or ~ B

(First iteration): If the Proposition “A And B”
is True, then A is true. (Second iteration): If
the Proposition “A And B” is True, then B is
true. Stated differently, if a conjunction of
terms is True, then each term of the
Conjunction Proposition must be true.

(8) Conjunction Introduction

A
B
~A/\B

If A is true and B is true, then the Proposition
“A And B” is True.

(9) Conjunction Elimination

ANB
WA

ANB
or ~ B



(First iteration): If the Proposition “A And B”
is True, then A is true. (Second iteration): If
the Proposition “A And B” is True, then B is
true.

(10)  Hypothetical
Reasoning)

Syllogism (Chain

PoQ
Q-R
~P>oR

If P implies Q and Q implies R, then P implies
R.
(11) Constructive Dilemma
(A>B)A(C>D)

AVC

~BVD

If A implies B and C implies D, and either A
1s true or C is true, then either B is true or D is
true.
(12) Absorption
A-B

~A>(AANB)

If the Proposition “A implies B” is True, and
A is true, then A and B are both true.

(13) Conversion (A-Type)

AllSisP>SomePis S

If all instances of S are also instances of P,
then some instances of P are also instances of
S.

b. Rules of Replacement. Rules of
Replacement allow you to substitute Terms in
an Argument, where the Terms are Materially
Equivalent. Here are some Rules of
Replacement.'**
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(1) Double Negation
Elimination™)

(or *“Negation

——=A=A

Not “not-A” is A.

(2) Commutativity
AANB=BAA

The Proposition “A and B” is Logically
Equivalent to the Proposition “B and A”.

(3) Associativity
(AAB)AC=ANA(BAC)

The Compound Proposition of “A and B”
coupled with “C” is Logically Equivalent to
the Compound Proposition of “A” coupled
with “B and C”.

(4) Tautology
A=(AVA)

“A” is Logically Equivalent to “A or A”. The
proposition is always true no matter what “A”
is.

(5) DeMorgan’s Law

~(AAB) = (—AV —B)
~(AV B) = (~A A —B)

The Negation of the Proposition “A and B” is
Logically Equivalent to the Proposition “Not-
A or Not-B”. DeMorgan’s Law also holds for
the Negation of the Proposition “A or B”,
which is Logically Equivalent to “Not-A and
Not-B”.

(6) Transposition (or “Contraposition™)

A>B=—Bo—A



The Material Implication “A implies B” is
Logically Equivalent to the Material
Implication “not-B implies not-A”. This is
Modus Tollens, often called the
“Contrapostive.”

(7) Material Implication
A>B=—AVB

The Material Implication “A implies B” is
Logically Equivalent to the Proposition “not-
A or B”. See Section VII.C.6.

(8) Exportation
A>B>C)=(AAB)>C

The Proposition that “A implies that B implies
C” is Logically Equivalent to the Proposition
that “if A and B are both true, then C is true”.

(9) Distribution

AANBVC)=(AAB)V(AAC)
AVBAC)=(AVB)A(AVC)

(First iteration): Saying that A is true and
either B or C is true is Logically Equivalent to
saying that “A and B” is True or “A and C” is
True. (Second iteration): Saying that “either A
is true or B and C are true” is Logically Equi-
valent to saying that the Proposition “A or B”
and “A or C” are both True.

(10)  Material Equivalence
A=B=A>BABoA
A<=B=(AANB)
A=B=(—"AAN—B)

(First iteration): The Proposition “A if and
only if B” is Logically Equivalent to the
Compound Proposition “A implies B and B
implies A”. (Second iteration): The
Proposition “A if and only if B” is Logically
Equivalent to the Proposition “A and B”.
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(Third Iteration): The Proposition “A if and
only if B” is Logically Equivalent to the
Proposition “not-A and not-B”.

(11) Conversion (E- and I-Type)

NoSisP=NoPisS
Some SisP = Some P is S

(First iteration): The Proposition “no S is P”
has as its Converse'” the Logically
Equivalent Proposition “no P is S”. (Second
iteration): The Proposition “some S is P” has
as its Converse the Logically Equivalent
Proposition “some P is S”.

c. Logic Arguments. Here are two
examples of logic arguments. They are
different proofs of Logical Equivalence for
the Material Implication.

Proofthat( P> Q)=—PAQ

(1) P=20Q) Assumed Valid

(2) —~(PA—Q) Follows from the
Validity of (1)

3) “PA——Q Distributive
Property

4) —~PAQ Eliminate Double
Negation

The following Logic Argument is Proof of the
Contrapositive, (i.e., Modus Tollens), that (P

~Q=(Q>"P)

(1) PoQ Assumed Valid
(2) = (PA—Q) Follows from the Validity
of (1)

(3) ~(—QAP) Commutative Property

(4) —— QA —P Distributive Property

(5) QA —P Eliminate Double Negation

(6) “(Q>P)Follows from Material
Implication

(7) ~Q>—P Distributive Property

2. Conditional Proof. Conditional proof'is
proving the Validity of a Conditional



Proposition. A Conditional Proof takes the
form of asserting a Conditional Proposition,
then through argument proving that the
Antecedent necessarily leads to the
Consequent. A Conditional Proof need not
show that the Antecedent is true, only that the
truth of the Antecedent guarantees the truth of
the Consequent. The proof takes the form:

1.P-Q
2. [intervening arguments]
3. Therefore, P - Q.

Note that proving the Conditional Proposition
“P -~ Q” does not require proof that “P” is true
or “Q” is true. It only requires proof that

whenever “P” is true then “Q” is also true.

3. Indirect Proof. An Indirect Proof
establishes that the Premise of an Argument is
true by assuming the Negation of the Premise
and showing that this assumption leads to a
logical Contradiction."® The rules of Logic
say that if a Premise (or hypothetical
assumption) leads to a logical Contradiction,
then the Premise (or assumption) is proved to
be wrong. Indirect Proof is expressed in
Symbolic Logic as “((—A > B) A\ (—A > —B))
> A”, which says that “if not-A implies B and
not-A implies not-B, then A”. Indirect Proof
is a form of Argument known as “Reductio ad
Absurdum” (reduction to absurdity)

K. FALLACIES OF DEDUCTION. A
Fallacy is specious reasoning that appears to
be valid.”” An example is the popular
mathematical deductive fallacy that purports
to prove that 1 =2. The fallacy occurs because
one easily-overlooked step in the proof
involves a division by zero, which is not
allowed by the mathematical system in
common use.”® The Syllogistic Fallacies
discussed in Section VII.B.10 are Fallacies of
Deduction. They are joined by the following
non-syllogistic Deductive Fallacies.
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1. The Fallacy of Affirming the
Consequent. Affirming the Consequent is a
logical fallacy that occurs when someone
concludes that, because “P” implies “Q”,
therefore “Q” implies “P”. The term
“Affirming the Consequent” comes from the
fact that “the Consequent” in the conditional
clause, which is “Q”, has been “affirmed,” or
proven to be true. This Fallacy, also known as
Converse Error, stated in Symbolic Logic is:

(1) If P, then Q.

2)Q.
(3) Therefore, P.

(1) P implies Q.

2)Q.
(3) Therefore, P.

or

We can put the discussion into the context of
cause and effect. Where there are several
possible causes of a particular effect, the
existence of that effect cannot itself establish
which cause is involved. However, knowing
the list of causes of a particular effect
certainly can be useful in focusing efforts to
determine which cause is involved. If a patient
exhibits a medical condition that is known to
result from certain causes, then the physician
knows which causes to rule out or confirm
until the particular cause is determined.

The case of E.l. du Pont de Nemours & Co. v.
Robinson, 923 S.W.2d 549 (Tex. 1995),
exemplifies the fallacy of Affirming the
Consequent. In this case, the Robinsons sued
du Pont, alleging that an adulterant contained
in du Pont’s Benlate fungicide, that was
purchased by the Robinsons and applied to
their pecan trees, caused the trees to have
chlorosis, a yellowing of the leaves. Id. at 559.
The Robinsons’ expert examined their trees
and concluded that the chlorosis resulted from
SU herbicides that had inadvertently
contaminated the Benlate. The expert claimed
that the fact that SU herbicides caused
chlorosis had been established by analysis he
had conducted prior to being hired in the case.
The Robinsons’ expert “did not conduct any
soil or tissue testing, did not research relevant
weather conditions, and did not test any of the



Benlate used by the Robinsons, even though
they had one opened box of the fungicide
remaining.” Id. at 551. To put the Robinsons’
expert’s analysis into syllogistic form: (1) SU
herbicides cause chlorosis; (2) the Robinsons’
trees exhibited chlorosis; (3) therefore the
Benlate the Robinsons applied to their trees
was contaminated with SU herbicides. This is
like saying: “All men are mortal, Socrates is
mortal; therefore, Socrates is a man. Stated as
an implication:

(1) P implies Q.

) Q.
(3) Therefore, P.

This is Aristotle’s fallacy of Affirming the
Consequent. Since there are several causes of
chlorosis, the existence of chlorosis in and of
itself does not establish the particular cause in
this particular instance. Additional emperical
efforts are required to rule out all other
possible causes or to positively confirm one
cause. It can also be said that the Robinsons’
expert committed the Inductive fallacy of Post
Hoc Ergo Propter Hoc (see Section VIIL.F.7),
since he reasoned that because chlorosis
followed application of the Benlate, it
therefore must have been caused by
application of the Benlate. At best the expert’s
prior work established SU herbicide as one
possible cause of chlorosis, but in the case at
hand the expert did not make the effort to
empirically rule out other possible causes of
chlorosis, and most importantly he did not
empirically confirm his conclusion of
contamination by chemically analyzing the
Robinsons’ partially unused Benlate to see if
it contained SU herbicide

Although Affirming the Consequent is a
logical Fallacy, it can still be a helpful tool in
problem-solving. Example: A patient enters
the clinic with a body temperature of 100
degrees Farenheit. Possible causes include:
recent physical exertion; a recent hot bath; an
elevated temperature that is normal for the
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patient; a microbial infection; a viral
infection. The physician must determine the
cause in order to determine the best medical
response. The physician can narrow the
possible causes of the fever by questioning the
patient about recent physical exertions or a
recent bath, or looking at the patient’s chart of
prior temperature readings. Even after ruling
out these causes, the physician must still
choose between a bacterial and a wviral
infection. If it is flu season and a member of
the patient’s household has recently been
confirmed to have flu, the physician may
conclude that it is probable that the elevated
temperature results from the flu virus. An
antibiotic would therefore be useless and the
best advice is to go home, rest, and drink
plenty of liquids. This assumption can be
conclusively determined several days later
when the physician receives a laboratory
analysis of a saliva culture from the patient.

2. False Dichotomy. A False Dichotomy
reduces a set of possibilities down to a set
number (2, 3, or more). The Proposition
forces a choice between the stated
alternatives. The dichotomy is a False
Dichotomy when there are in fact more than
the listed choices.

3. Inconsistency. Inconsistency occurs
when a set of standards is applied to one
argument but not to another argument that
should be evaluated on the same basis.

4. Non Sequitur. A Non Sequitur is an
argument in which the Conclusion does not
follow by necessity from the Premises.

5. Slippery Slope. A “slippery slope”
argument attempts to refute a proposition by
claiming that acceptance of the Proposition
will lead to a series of developments that
result in an undesirable outcome."’ To avoid
the undesirable outcome, it is argued that the
first step should be rejected. Stated in



symbolic terms, a slippery slope argument
takes the form of Modus Tollens:

A-B,B-C,C-D,D-E;—E;.—A.

Slippery slope arguments are fallacious
whenever the proponent fails to establish that
each step of the claimed sequence of events
necessarily will occur. Not all slippery slope
arguments are fallacious. For example,
German theologian Martin Niemdller, who
criticized Hitler and was arrested, but
survived Sachsenhausen and Dachau,
famously said:

"THEY CAME FIRST for the Communists,
and I didn't speak up because I wasn't a
Communist.

THEN THEY CAME for the trade unionists,
and I didn't speak up because I wasn't a trade
unionist.

THEN THEY CAME for the Jews, and I
didn't speak up because I wasn't a Jew.
THEN THEY CAME for me and by that time
no one was left to speak up . ...”

The implication is that, to avoid their coming
for you, you should stand up for the first
group they come to take away.

Another slippery slope argument was
powerfully stated by Justice Robert Jackson,
in West Virginia State Board of Education v.
Barnette, 319 U.S. 624, 640-41 (1943), the
Jehovah’s Witness children flag salute case,
handed down during World War II, shortly
after American and British soldiers pushed the
German and Italian armies out of North Africa
but before the Allied invasion of Sicily:

National unity as an end which officials
may foster by persuasion and example is
not in question. The problem is whether
under our Constitution compulsion as
here employed is a permissible means for
its achievement.
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Struggles to coerce uniformity of
sentiment in support of some end thought
essential to their time and country have
been waged by many good as well as by
evil men. Nationalism is a relatively
recent phenomenon but at other times and
places the ends have been racial or
territorial security, support of a dynasty
or regime, and particular plans for saving
souls. As first and moderate methods to
attain unity have failed, those bent on its
accomplishment must resort to an
ever-increasing severity. As
governmental pressure toward unity
becomes greater, so strife becomes more
bitter as to whose unity it shall be.
Probably no deeper division of our
people could proceed from any
provocation than from finding it
necessary to choose what doctrine and
whose program public educational
officials shall compel youth to unite in
embracing. Ultimate futility of such
attempts to compel coherence is the
lesson of every such effort from the
Roman drive to stamp out Christianity as
a disturber of its pagan unity, the
Inquisition, as a means to religious and
dynastic unity, the Siberian exiles as a
means to Russian unity, down to the fast
failing efforts of our present totalitarian
enemies. Those who begin coercive
elimination of dissent soon find
themselves exterminating dissenters.
Compulsory unification of opinion
achieves only the unanimity of the
graveyard.

It seems trite but necessary to say that the
First Amendment to our Constitution was
designed to avoid these ends by avoiding
these beginnings.

Slippery slope arguments have been studied in
the legal literature.'*



6. Begging the Question. “Begging the
Question,” also called “Circular Reasoning,”
is an argument in which the proposition
assumes the truth of what it purports to prove.
Stated differently, it is a proposition that
states the conclusion (sometimes in different
words) as support for the conclusion. In Prior
Analytics, Book II, xvi, Aristotle wrote that--

begging the question is proving what is
not self-evident by means of itself...
either because predicates which are
identical belong to the same subject, or
because the same predicate belongs to
subjects which are identical.

Example:
Q. Why do you keep snapping your

fingers?

To keep away elephants.

But there are no elephants around

here.

That’s because I'm snapping my

fingers.

A.
Q.
A

7. Circular Reasoning. See “Begging the
Question.”

8. Changing the Premises. The Fallacy of
Changing the Premises occurs when, in the
first part of an argument a premise 1s assumed
or proved, and in the second part of the
argument another premise is substituted that
resembles the first closely enough to be
mistaken for it. This can occur when a
premise is originally asserted with a
qualification, but in the process of making the
argument the qualification is forgotten. It can
also occur when an unstated limitation or
condition is necessary to the truth of the
proposition, but is forgotten when that
proposition is employed as a premise.'*!

L. PARADOXES. The term “paradox” has
been variously defined as: (i) a valid Logic
argument that lead to a contradiction; (ii) a
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seemingly-self-contradictory statement made
to arrest attention and provoke fresh thought;
(ii1) a statement or expression so surprisingly
self-contradictory as to provoke us into
seeking another sense or context in which it
would be true. The root of the word is Greek
words meaning “conflicting with
expectation.” When the paradoxical idea is
combined into one term, it is called an
“oxymoron.” An “epigram” is a short, witty,
and often paradoxical statement, like the
many Oscar Wilde is remembered for.
Paradoxes can arise that are internal to Logic.
But paradoxes can also arise from a Sound
argument that leads to a Conclusion we know
to be false. From a practical perspective,
paradoxes are anomolies of language or
thought that reflect some problem with the
way we are thinking about something.
Paradoxes are a small but important part of
the history of thinking.

1. The Sorites Paradox. The Sorites
Paradox, attributed to Eubulides of Miletes (a
pupil of Euclid and teacher of Demosthenes),
occurs when the premise of a logic-based
argument is sufficiently vague that it “allows
for a range of borderline cases in which the
truth-value of propositions containing the
predicate” cannot be determined.'** The name
“sorites” derives from the ancient Greek word
for “heap.” In its historically original form,
the Paradox of the Heap is:

A grain of sand is not a heap. (Premise 1)
Add to it another grain of sand and it is still
not a heap. (Premise 2)

Therefore, adding a grain of sand does not
make a heap. (Conclusion)

Take two grains of sand, and add a third. It is
still not a heap. Continue the process to
infinity and you still have no heap. And yet at
a certain point, we know that we have enough
sand to make a heap. Thus, the paradox.

The Sorites can be done by subtraction:



1,000,000 grains of sand is a heap (Premise 1)
Remove one grain of and it is still a heap.
(Premise 2)

Therefore, removing a grain of sand does not
eliminate a heap. (Conclusion)

The process can be repeated until there is no
more sand left, and still it is a heap. Thus, the
paradox.

Stated in modern terms: “Would you describe
a single grain of wheat as a heap? No. Would
you describe two grains of wheat as a heap?
No. ... You must admit the presence of a heap
sooner or later, so where do you draw the
line?”'¥

You can resolve the nomenclature problem by
defining a dividing line, for example that it
takes one million grains of sand constitutes a
heap. But you would have a hard time
justifying why 1,000,000 grains of sand is a
heap, but 999,999 is not. The same problem is
presented when considering how many hairs
to take from an hirsute man before he is bald.
In some instances, a disputant will retreat to
gradations in order to avoid a difficulty
arising from a more categorical statement of a
proposition.

2. The Liar Paradox. Epimenedes was a
poet in ancient Crete who believed that Zeus
was immortal, contrary to the view then
prevailing in Crete. Epimenedes wrote:

They fashioned a tomb for thee, O
holy and high one.

The Cretans, always liars, evil beasts,
idle bellies!

But thou art not dead: thou livest and
abidest forever,

For in thee we live and move and have
our being.

This sentiment was picked up by the Apostle
Paul, who wrote in his Epistle to Titus'*:
“One of themselves, even a prophet of their
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own, said, the Cretians are always liars, evil
beasts, slow bellies. This witness is true.”
HoLy BIBLE Titus 1:12-13. If Cretans are
always liars, then when a Cretan tells you that
Cretans are always liars, he must be lying. So
Epimenedes’ statement that “Cretans are
always liars” must itself be a lie, which means
that at least one Cretan must be truthful. But
that conclusion negates the original assertion
that Cretans are always liars. So the assertion
negates itself. This form of self-contradiction
is called “the Liar Parodox.”'* The paradox
could be avoided by moderating the assertion
from “always” to “usually,” without
substantially weakening the point being made.

3. Eubulides’s Paradox. The Liar Paradox
has been streamlined to the assertion: “this
statement is false.” If the statement is true,
then by its own terms it must be false.
However, if the statement is false, then by its
own terms the statement must be true. A
statement that falsifies itself is sometimes
called a “Pragmatic Paradox.”

4. Socrates’ Paradox. Plato wrote that
Socrates said: “One thing I know is that I
know nothing.” This statement attributed by
Plato to Socrates cleverly refutes the skeptics’
claim that it is impossible to know anything.
The skeptics’ assertion, that nothing can be
known, itself'tacitly asserts certain knowledge
of one thing (i.e., that nothing in knowable).
Thus, assuming as a premise that nothing can
be known leads to a self-contradiction. This is
a form of Indirect Proof: since the Premise
that nothing can known leads to a logical
contradiction, the Premise is disproved, which
Validates the opposite of the Premise, and
confirms the idea that something is knowable.
The statement also demonstrates that a
paradox can be a dramatic and effective
rhetorical technique.

As an historical aside, Rene Descartes’ Axiom
“I think; therefore I am”, can be viewed in
light of Socrates’” Paradox. Descartes pursued



his famous “Method” of reasoning, of
challenging each of his beliefs by identifying
its underlying assumptions and challenging
their underlying assumptions, et cetera.
Descartes pulled out of an infinite regression
when he reached the point of challenging his
own existence. To use Socrates’s style, the
one thing Descartes could not doubt was the
fact that he was doubting. He therefore
concluded that the mental consciousness
doing the doubting must exist. From that he
started building a new world view that
bequeathed us the philosophical doctrine of
dualism, as well as analytic geometry, among
other things.

5. Smasandache Paradox. Given “A” as
some attribute, if everything is “A”, then “—
A” must be “A”. This violates the postulate at
the foundation of Aristotle’s system of logic,
the Law of Contradiction, which says that “A
- A”.

6. The Catalog Paradox. A library is
compiling a bibliographic catalog of all (and
only those) catalogs which do not list
themselves. Should the library list its own
catalog?

7. The Omnipotent God Paradox. If God
is all-powerful, can God make a weight too
heavy for even God to lift?

8. The Surprise Test Paradox. In the
Surprise Test Paradox, a classroom teacher
announces that she will give a surprise test
next week.

(1) If the test is not given by Thursday, then
the class knows it will be on Friday, and there
is no surprise. Therefore, to be a surprise the
test must be given before Friday.

(2) If the test is not given by Wednesday, then
it must be given on Thursday or Friday. But
under (1) we know it can’t be Friday or it
would not be a surprise test. So the test must
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be given on Thursday, which would be no
surprise at the end of the day on Wednesday.
So the test must be given before Thursday.

(3) If the test is not given by Tuesday, then it
must be given on Wednesday, Thursday, or
Friday, but under (1) and (2) we know that
giving the test on Thursday or Friday would
not be a surprise. Therefore, the test must be
given on Wednesday, which as of the end of
Tuesday would not be a surprise.

(4) From (1) through (3) we know that a test
given on Wednesday or Thursday or Friday
would not be a surprise, which leaves only
Monday or Tuesday. If the test is not given on
Monday, then it can only be given on
Tuesday, so by the end of the day Monday a
test given on Tuesday would be no surprise.

(5) Propositions (1) through (4) show that a
test given on Tuesday, Wednesday, Thursday,
or Friday would not be a surprise, leaving
Monday as the only possible day to give the
Surprise Test. But once we know that the test
must be given on Monday, then a test on
Monday would be no surprise.

(6) Therefore, the teacher cannot give a
surprise test next week if the fact that the test
will be given is announced in advanced.

9. The Grandfather Paradox. The
“Grandfather Paradox” is the name given to
the idea that, with time travel, it would be
possible to go back in time to keep your
grandfather from meeting your grandmother,
so that you would never have been born.
Variations of this idea are found in the plots
of short stories, books, and movies (The
Terminator, Back to the Future). This paradox
has been used as proof that traveling
backward in time is not possible, and has even
spawned speculation among physicists about
parallel universes, and the like.'*



10. The Envelope Paradox. The two-
envelopes Paradox, an adaptation of a
problem posed by a mathematician in 1953, is
as follows:

You are presented with two
indistinguishable envelopes containing
some money. You are further informed
that one of the envelopes contains twice
as much money as the other. You may
select any one of the envelopes and you
will receive the money in the selected
envelope. When you have selected one of
the envelopes at random but not yet
opened it, you get the opportunity to take
the other envelope instead. Should you
switch to the other envelope?'’

The paradox is understood in this way:
(1) Call the amount of money in the envelope
you selected “A”.
(2) The probability that A is the lesser amount
is 0.5; the probability it is larger is the same.
(3 Therefore, the other envelope contains
either A/2 or 2A.
(4) If A is the lesser, then the other envelope
contains 2A. If A is the larger, the other
envelope contains A/2.
(5) The probabilities of the other envelope are
0.5 of A/2 and 0.5 of 2A.
(6) The expected value in the other envelope
is shown by the following formula:

o (A2)+ % 2A=1/4-A+A=5/4-
A.
(7) Since the expected value in the other
envelope is 5/4A, which is more than A, you
should switch envelopes.
(8) However, once you acquire the other
envelope, the same reasoning process would
lead you to swap again. This goes on
infinitely.

Another way to look at the problem is using
“expected values.” In the following formula
E(A) is the expected value in Envelope A;
E(B) is the expected value in Envelope B; X
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is the lesser amount of money in the two
envelopes:

E(A)=EB)=0.5-(X+(2-X)=15-X.

Since the expected value of A and B is equal,
there is no reason to switch the envelopes.'**

11. Orsinger’s Paradox. A more legally-
oriented paradox, hereby dubbed “Orsinger’s
Paradox,” is the following: “All rules have
exceptions.” If true, then this rule must have
exceptions. An exception to this rule would be
a rule that has no exceptions. If even one rule
has no exceptions, then to say that all rules
have exceptions negates itself.

12. AFamous Scientific Paradox. A famous
paradox occurred in the scientific
understanding of the speed of light in a
vacuum. “Velocity” is measured by the
change in position of a moving object over an
interval in time. The formula is V = Ad + At,
stated in words as “velocity equals the change
in distance divided by the change in time.”
Galileo Galilei had suggested that the
perception of motion was relative to the
observer. So, standing on the earth it appears
that the sun moves around the earth, but
relative to a stationary position in space it
appears that the earth moves around the sun.
Take the example of a passenger on a moving
train, and an observer on an embankment next
to the train track. If a train is moving at 40
mph, and the conductor on the train began to
walk from the back to the front of the train at
2 mph, the passenger on the train would see
the conductor walking at 2 mph toward the
front of the train. However, the observer on
the embankment next to the train would see
the conductor moving at 42 mph in the
direction the train is traveling. Likewise, if the
conductor began to walk from the front to the
back of the train at 2 mph, a passenger would
see the conductor moving rearward at 2 mph,
while an observer on the embankment would
see the conductor moving backwards at 38



mph in the direction the train is traveling. This
example reflects the additive nature of the
velocity of someone moving on a moving
platform relative to a fixed observer. The
perspective of the observer on the
embankment can be generalized to an
observer who is watching everything move
from a stationary location in space. In 1887,
Albert Michelson and Edward Morley emitted
a light beam that they split into two beams
traveling at a 90° right angle to each other.
They were able to make a precise-enough
measure of the velocity of the light beams to
determine that the speed of light was the same
regardless of the direction in which it was
emitted. Since the earth was a “platform”
moving at a high speed through the ather of
space when the light beam was emitted, the
fact that the two light beams exhibited no
effect from the earth’s motion through the
ather created a paradox, in conflict with the
prevailing understanding of motion through
the aether of space. This paradox left scientists
in a quandary until June 30, 1905, when
Albert Einstein published his paper on special
relativity, which reasserted Gallileo’s belief
that the perception of motion is relative to the
observer. But Einstein went further, theorizing
that, if the velocity of light in a vacuum is
fixed, then at speeds approaching the speed of
light either the change in distance or the
change in time must be relative to the
observer. He concluded that both space and
time are relative. This insight eliminated the
paradox by refuting the belief in absolute
stationary space that was filled with ather
(i.e., there is no “embankment” in space). It
also refuted the view that the rate at which
time passes is fixed. And it made Einstein
justifiably famous.

13. A Famous Political Paradox. On April
27, 1861, President Abraham Lincoln
suspended the writ of habeas corpus “at any
point on or in the vicinity of any military line,
which is now used or which shall be used
between the City of Philadelphia and the City
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of Washington.” On September 24, 1862, he
expanded the geographical scope of the
suspension to include the entire country. As a
result, Union military officers arrested and
held thousands of citizens in loyal states
incommunicado without civilian arrest
warrant, grand jury indictment, or trial, for
criticizing the war effort. Lincoln was assailed
for violating his oath of office by violating the
Habeas Corpus Clause of the U.S.
Constitution. Lincoln’s original suspension of
the writ was subjected to methodical and
cogent criticism by Chief Justice Roger Taney
in his Opinion in Ex parte Merryman, 17 F.
Cas. 144, 151-152 (C.D. Md. 1861), which
stated that Lincoln had usurped a power
reserved to Congress, and violated the Fourth,
Fifth and Sixth Amendments. Lincoln sent a
Message to Congress in Special Session on
July 4, 1861, which set out his response to
these and other attacks. Lincoln argued that he
had implied power as Chief Executive to
suspend the writ of habeas corpus in an
emergency. In particular, he countered the
claim that he had violated the Habeas Corpus
Clause by arguing, among other things, that
the criticism was paradoxical. Here’s what he
wrote:

Soon after the first call for militia it was
considered a duty to authorize the
commanding general in proper cases
according to his discretion, to suspend
the privilege of the writ of habeas corpus,
or in other words to arrest and detain,
without resort to the ordinary processes
and forms of law, such individuals as he
might deem dangerous to the public
safety. This authority has purposely been
exercised but very sparingly.
Nevertheless the legality and propriety of
what has been done wunder it are
questioned and the attention of the
country has been called to the proposition
that one who is sworn to "take care that
the laws be faithfully executed" should
not himself violate them. Of course some



consideration was given to the questions
of power and propriety before this matter
was acted upon. The whole of the laws
which were required to be faithfully
executed were being resisted and failing
of execution in nearly one-third of the
States. Must they be allowed to finally
fail of execution, even had it been
perfectly clear that by the use of the
means necessary to their execution some
single law, made in such extreme
tenderness of the citizen's liberty that
practically it relieves more of the guilty
than of the innocent, should to a very
limited extent be violated? To state the
question more directly, are all the laws
but one to go unexecuted and the
Government itself go to pieces lest that
one be violated? Even in such a case
would not the official oath be broken if
the Government should be overthrown,
when it was believed that disregarding
the single law would tend to preserve it?

One of the criticisms Lincoln faced was the
argument that the structure of the Constitution
and the few historical precedents (involving
Presidents Washington and Jefferson)
suggested that only Congress could suspend
the Writ. It is interesting to note that Lincoln
used pronouns and the passive voice in a way
that depersonalized his actions and de-
emphasized the fact that, in suspending the
Writ, he acted alone, as Chief Executive. The
argument was mooted when Congress ratified
Lincoln’s actions. At any rate, the paradox
Lincoln proposed was that treating this one
constitutional rule as inviolate would lead to
the loss of the entire Constitution, the
inviolate rule included. The only way out of
the paradox was to ignore this one rule
(which, he offered in mitigation, mainly
benefitted guilty persons anyway). The fallacy
in Lincoln’s argument was that the estimated
20,000 people whose constitutional rights
were abrogated were not in the one-third of
the former states that had repudiated the
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Constitution, but rather in the two-thirds of
the states where the Constitution, including
the Habeas Corpus Clause, continued to be the
rule of law. Thus, the people in rebellion were
not arrested, while the people arrested were
not in rebellion.'* Lincoln’s argument was a
Non Sequitur. Logical considerations aside,
Lincoln in essence allowed local military
commanders around the Union to sequester
and thus silence non-rebelling citizens who
peacefully criticized Lincoln’s policy of using
military force to overturn secession. The issue
was ultimately determined after Lincoln’s
death, in Ex parte Milligan, 71 U.S. 2, 127
(1866) (1866 WL 9434), where a 5-to-4
majority of the Supreme Court agreed that the
rights ensured by the Bill of Rights could not
be abrogated, even in times of insurrection or
war, in geographical areas where the civil
government and civil justice system were
functioning normally.

14. Avoiding “All” or “None.” The “Liar
Paradox” shows that some propositions refute
themselves. This self-refuting quality can
usually be eliminated by switching “all” to
“most” or switching “all” to “some.” This
switch avoids self-refutation. This is a special
application of a larger rule, that you should
avoid stating propositions in absolute terms,
where possible. An absolute assertion can be
refuted with one counter-example, whereas an
assertion using “nearly all” or “most” cannot
be refuted without considering all possible
instances. Just as people say “never say
never,” you should almost never say “all” and
“none.”

M. THE IMPORTANCE OF RELE-
VANCE. For deductive reasoning to be useful
it is important that the Premises (or
Antecedents) be relevant to the Conclusion (or
Consequent). The validity of a Proposition or
Logic Argument is measured by a single test,
no matter what the Premises and Conclusion
might be: a Proposition or Argument is Valid
if it is impossible for its Premises all to be true



and the Conclusion to be false.”™® The
following Proposition is Valid:

(1) The number 2 is an odd number.
(2) What is black is white.
(3) Therefore, the earth circles the sun.

Since (1) and (2) can never be true, it is
impossible for (3) to be false when (1) and (2)
are true, so the foregoing Proposition is Valid.
Furthermore, because the Premises are true
and the Logic is Valid, the Proposition is
Sound. But the Premises have no relevance to
each other or to the Conclusion. This example
i1s extreme, since the lack of relevance is
obvious. However, many Propositions are
stated where the Terms appear to be relevant
but are not. Since relevance is a subjective
assessment, in an argument stated in natural
language the correctness of the argument can
depend on relevance, which often is “in the
eye of the beholder.”

Relevance can also be a problem where the
two Premises are inconsistent (i.e., so that it
would be logically impossible for both
Premises to be true at the same time)."' Since
it can never be the case that both Inconsistent
Premises can be true, then it will never
happen that both Premises are true and this
Conclusion false. By definition, then, a
Proposition with inconsistent Premises is
always Valid, no matter what the Conclusion
may be. Example:

(1) Black is white.
(2) White is black.
(3) Therefore, yellow is blue.

This deductive Proposition is Valid, but we
know that it makes no sense. In Logic, this
Proposition is Unsound (i.e., one or more of
the Premises are false). An Unsound
Proposition gives no assurance that the
Conclusion is true. While Soundness alerts us
to a problem when Premises are false, a
relevance requirement protects against
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Premises that are true but not sufficiently
related to the issue at hand to result in a
reliable Conclusion.

Some logicians have developed systems of
Logic that include an additional parameter
indicating the degree of relevance between the
parts of a Proposition or Argument. Such
systems do not involve certainty of the
outcome that is required for bivalent
Deductive Logic, and are therefore part of
Inductive Logic (see Section VIL.).

N. THE PROBLEMS OF
CONDITIONALS. “Conditionals” are
statements involving logical Implication. In
natural language, a Conditional Proposition is
reflected by clauses like “if . . . then,” or *
because of P.” The normal way to discuss
conditionals in Logic is to use phrases like “P
implies Q,” or “P implies not-Q,” or “not-P
implies Q,” or “not-P implies not-Q.”

Conditionals can be difficult to deal with,
because a Proposition has a Truth Value based
on the truth or falsity of the Antecedent and
the Consequent. Additionally, either the
Antecedent or Consequent or both can be a
complicated logical Proposition, including
another Conditional Proposition.'*?

1. Problems with the Material
Conditional. In Formal Logic, the proposition
that “P implies Q” is depicted “ P > Q” or “P
= (Q”, and is called the Material Conditional.
From the standpoint of Logic, the Material
Conditional is considered to be False when P
is true and Q is false, but True in all other
instances. That means that, in Formal Logic,
when P is false then the proposition “P > Q”
is True, regardless of whether Q is true or
false. The Truth Table for the Material
Conditional is:
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There are two recognized Paradoxes of
Material Implication. The first it that,
whenever the Antecedent is false, the Material
Implication is True, regardless of whether the
Consequent is true or false.

The idea that the Material Conditional is True
whenever the Antecedent is false (3™ & 4"
Rows) reflects a departure of Logic from the
way we intuitively perceive the world. For
example, let P stand for the assertion “it is
snowing in the Sahara Desert.” Let Q stand
for the proposition that “Martians landed on
the White House lawn”. Remember that, with
the Material Conditional, “P > Q” is true
whenever P is false, even if Q is false (4"
Row). It is logically Valid to say that the fact
it i1s snowing in the Sahara implies that
Martians have landed in the nation’s capital.
If such assertions are logically Valid, then the
Material Implication is of little practical use in
ordinary discourse in instances where the
Antecedent is false.

The foregoing problem has been identified as
a lack of relevance between the Antecedent
and the Consequent, which some thinkers
have tried to eliminate by developing a
relevancy requirement in assessing
Conditionals.

The second Paradox of Material Implication is
that the 1** Row and 3™ Row of the Truth
Table for the Material Conditional, taken
together, indicate that P > Q and that =P > Q.
Since Aristotle’s Law of the Excluded Middle
establishes that everything is either P or not-P,
then “P /A = P” includes everything. If both P
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and — P imply Q then, when Q is true,
everything Materially Implies Q.

Consider the following proof: if P is false,
then, based on Aristotle’s Law of the
Excluded Middle, — P must be true. Using the
Truth Table for the Material Conditional,
substituting — P in the 3" Row, where P is
false, results in the logically-Equivalent
proposition “—~ P > Q” being True.
Substituting — P for P, when P is false, and
substituting — Q for Q, when Q is false (4™
Row), results in the proposition “— P > = Q”
being True (4™ Row). Thus, the 3 and 4"
Rows together indicate that (—P > Q) A (—P
> = Q). This is logically Equivalent to = P o
(Q AN = Q). Since (Q N — Q) includes
everything, — P, when used in the Material
Conditional, implies everything. Thus, the
Material Conditional with a false Antecedent
cannot be used to differentiate anything from
anything else, which makes it useless, except
as a topic of endless discussion among
philosophy graduate students.

These problems result from the fact that
Formal Logic operates in the abstract, while
what “makes sense” to us involves our
language, our experience, our habits, and of
course the real world. We are again led to the
recognition that what is logically Valid may
not be Sound.

Consider the Material Conditional “P > P”. If
the Premise is true, then the Consequent is
true, and the Material Conditional is both
Valid and Sound, but it is a Tautology.
Consider the Material Conditional “P > — P”.
If the Premise is true, then the Consequent is
false, which makes the Material Conditional
Invalid and therefore Unsound. If the
Antecedent is false, then the Consequent is
true, which makes this Material Conditional
Valid but Unsound.

2. Problems With the Indicative
Conditional. An indicative Conditional uses



a verb (the Copula) that is in the indicative
mood. The indicative mood conveys a strong
belief that the Consequent follows from the
Antecedent. Example: “If Mary is late, that
means that she got caught in traffic.” An
indicative Conditional may be “truth
preserving” (if the Terms are true then the
entire Proposition is True), or may not,
depending on how it is used.

The indicative mood reveals less information
than a subjunctive Conditional, according to a
paper coauthored by British psychologist Ruth
M.J. Byrne, which gave two examples:'>

If John wore a seatbelt then his injuries
were slight. (Example 1)

If John had worn a seatbelt then his
injuries would have been slight.
(Example 2)

Example 1 is an indicative Conditional while
Example 2 is a subjunctive Conditional.
Byrne believes that Example 1 does not
suggest whether John wore a seatbelt, while
Example 2 suggests he did not. This suggests
that the mood of the verb contained in a
Conditional can affect the way it will be
interpreted.

3. Problems With Subjunctive
Conditionals. A subjunctive Conditional is a
Conditional stated in the subjunctive mood.
The subjunctive mood is used in English to
suggest that the things described are not true,
or might not be true. In her paper mentioned
above, Byrne asserts that “[u]nless the
content, context, or general knowledge
suggests the contrary, conditionals in the
subjunctive mood, such as Example 2, convey
information about the truth status of their
antecedents and consequents, unlike
conditionals in the indicative mood, such as
Example 1.”"** Some philosophers have
attempted to evaluate subjunctive
Conditionals in terms of “possible worlds”
that could exist. They distinguish between
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propositions that are true (true in the real
world), false (untrue in the real world),
possible (true in at least one possible world),
contingently true or false (true in some
possible worlds and false in others), necessary
(true in all possible worlds), and impossible
(false in all possible worlds).

4. Problems With Counterfactual
Conditionals. A “Counterfactual
Conditional” is a conditional statement whose
antecedent is known to be false. Some
counterfactual Conditionals can be said to be
correct or incorrect. In the following two
examples, assume Jean is in Geneva,
Switzerland:

If Jean were at the Louvre, he would be
in North America. (Example 3)
If Jean were at Chichen Itza, he would be
in North America. (Example 4)

Although these two Conditionals are
counterfactual (because Jean is in Geneva,
that can be said to be wrong or right. Example
3 is always wrong, and Example 4 is always
right, no matter where Jean might be.

Other counterfactual Conditionals cannot be
said to be correct or incorrect, such as: “If
Napoleon had not invaded Russia, he would
have died the Emperor of France.” There is no
way to know, even absent the War of 1812,
whether England could have persuaded and
paid Austria and Russia to invade France and
whether such an invasion, if attempted, would
have been successful. Or as Napoleon aged,
he could have suffered dementia, become
mentally incompetent, and been removed by
a coup d’etat prior to his death.

Reasoning from counterfactual Conditionals
requires the reasoner to imagine a Premise
that the reasoner knows is not true. Some
psychologists suggest that reasoning from
counterfactuals requires reasoning procedures
that are an extension of the reasoning used for



normal Conditionals."”> One difficulty of
counterfactual Conditionals is to evaluate
possible worlds that might have resulted had
the counterfactual Conditional occurred. From
a Truth Value perspective, counterfactual
Conditionals are always True because the
Antecedent is false. See Section VIL.N.1 & 4.

O. “SOME”and“ALL.” Lincoln’s famous
statement, “you can fool some of the people
all of the time, and all of the people some of
the time, but you can’t fool all of the people
all of the time,” can be expressed
symbolically (“F” is a situation in which the
people are fooled, “P” is people, and “T” is
time): F(3P, VT), (VP, IT), ~F(VP, VT). See
Section VIL.B.7. A separate point is that it can
be considerably more difficult to prove, and
thus easier to refute, Propositions that use
“all” as opposed to “some.” The Liar Paradox
mentioned in Section VII.L.2 above can be
eliminated by using the quantifier “some”
instead of “all”: “Some Cretians are liars.”
Most “all” statements can be rewritten as
“some” statements and still accomplish the
required purpose.

P. PROBABILITIES. From a practical
perspective, if we know that the Proposition
“P implies Q” is Valid, then when P is true Q
must therefore be true. This is the rule of
Modus Ponens. And if “P implies Q” is Valid,
and Q is untrue, then we know that P must be
untrue. This is the rule of Modus Tollens. But
what if the Validity of the Proposition “P
implies Q” is not a given, but instead is a
hypothesis that needs to be proven. We might
be able to deductively Validate the
Implication “P implies Q” by constructing a
logical Argument using Propositions that have
been proven Valid, or Axioms (i.e., Premises
that are assumed to be true), to prove that the
Proposition “P implies Q” is Valid. Where
this is not possible, then we can only hope to
prove that “P implies Q” by making
observations or conducting experiments to see
whether any, and eventually every, instance of
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P is accompanied by an instance of Q. If every
instance of P is accompanied by an instance of
Q, then the Proposition “P implies Q” is
Valid. If we find a single instance where Q
does not accompany P, then we have shown
that the proposition “P implies Q” is Invalid.

What if P sometimes implies Q, but not
always? This forces us into a less certain
domain, where the best we can do is ascertain
the likelihood that P implies Q. We thus move
from the domain of certainty (and Deductive
Logic) to the domain of probability (and
Inductive Logic). After many observations, or
many experiments, the statistician may be
able to say, for example, that P implies Q 80%
of the time. Stated differently, there is an 80%
probability that P implies Q.

Some of the choices we face in our lives
involve certainties, where a particular action
(or inaction) will always lead to a certain
result. For example, if you don’t buy a lottery
ticket, your chances of winning the lottery are
zero (but if you do buy a lottery ticket, your
odds of winning the Texas Lotto lottery are
nearly zero—around 1-in-26 million). But
many of the choices we face do not lead with
certainty to a particular result. Sometimes we
may be contemplating a choice where
scientists or statisticians have calculated the
probability of different outcomes. More often
in life and business we are faced with choices
where the probability of various outcomes has
never been determined. Then we fall back on
generalities, saying for example that a certain
outcome is highly likely, or more likely than
not, or unlikely.

The burden of persuasion in a trial can be
viewed in this light. Where the burden of
persuasion is a preponderance of the evidence,
the question for the jury is whether a
proposition is more likely than not (stated
legally, supported by the “greater weight of
credible evidence”). Where the burden of
persuasion is clear and convincing evidence,



the question for the jury is whether a
proposition is highly likely (stated legally,
where the jury has “a firm belief or
conviction” that the proposition is true).
Where the burden of proof is beyond a
reasonable doubt, the question for the jury is
whether all reasonable explanations other than
guilt have been eliminated (there is no
“official” definition of reasonable doubt).

Logical Propositions involving probabilities
are the domain of Inductive Logic. See
Section X.

Q. TRANSLATING ENGLISH TO
DEDUCTIVE LOGIC. In many instances,
logical propositions embedded in English
sentences are so obvious that the deductive
validity or invalidity of the argument is
readily apparent. In other instances, the logic
underlying an argument is not evident, and
whether the logic is valid or invalid is more
difficult to discern. It is therefore sometimes
helpful to translate English language
arguments into the language of Logic, to make
the logical propositions underlying the
argument more evident. Here are some
techniques to make this translation from
natural language to easier.

1. Negation. The word “not,” in
grammatical usage, indicates that the
statement immediately following the “not” is
false (or does not apply). English words that
correlate to Logical Negation include “not,”
“neither . . . nor,” “never,” “none,” “isn’t,”
and “cannot be.” Negation in English can also
be indicated by prefixes such as “un-,” as in
“untimely,” “unjustified,” etc. In Formal
Logic, which is bivalent and therefore
recognizes that a statement has only two
values (True or False), Negation converts the
Truth Value of a Logical Statement or Logic
Proposition from True to False or from False
to True.

29 ¢
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2. Logical Conjunction. The word “and” s,
in grammatical usage, a conjunction that joins
two words, phrases, or sentences. The word
“and” often translates to the Logic Connector
“And,” symbolized as “/\”. Other words that
often translate to Logical Conjunction are
“but,” “moreover,” “however,” “although,”
and “even though.” Examples:

» It was adark and  dark A\ stormy A night
stormy night
* A day late and day late /\ dollar short

a dollar short
* Be on time and
ready to go

on time /\ ready to go

Not all English language usages of the word
“and” translate to Logical Conjunction. In
these instances, the English language
statement has no assignable Truth Values.
Examples:

* Two and two equals four.

* [saac and Ishmael were half-brothers.
* Dr. and Mrs. Marcus Welby.

* Proctor and Gamble.

Example of Logical Conjunction in Law: Tex.
R. App. P. 33.1 provides:

(a) In General. As a prerequisite to
presenting a complaint for appellate
review, the record must show that:

(1) the complaint was made to the trial
court by a timely request, objection, or
motion that:

(A) stated the grounds for the ruling
that the complaining party sought
from the trial court with sufficient
specificity to make the trial court
aware of the complaint, unless the
specific grounds were apparent from
the context; and

(B) complied with the requirements
of the Texas Rules of Civil or



Criminal Evidence or the Texas
Rules of Civil or Appellate
Procedure; and

(2) the trial court:

(A) ruled on the request, objection, or
motion, either expressly or implicitly;

or
(B) refused to rule on the request,
objection, or motion, and the

complaining party objected to the
refusal. [Emphasis added].

Considering TRAP 33.1 to be a Logic
Proposition that is either True or False,
subparts (1) and (2) are conjunctively joined,
meaning that both must be true for TRAP
33.1(a) to be True. Sub-subparts (1)(A) and
(1)(B) are conjunctively joined, meaning that
both must be true for subpart (1) to be True.
However, sub-subparts (2)(A) and (2)(B) are
disjunctively joined, meaning that subpart 2 is
True if either (2)(A) or (2)(B) is true. The
disjunction in question is an Exclusive
Disjunction, as explained in Section VIL.Q.3
below.

3. Logical Disjunction. The word “or,”
when used grammatically, often signals
Logical Disjunction. Logical Disjunction can
be either Inclusive or Exclusive.

a. Inclusive Disjunction. Inclusive
Disjunction is specified by the phrase “either.
..or...,orboth.” The Statement is True if
either A is true or B is true or both are True;
the statement is False only when both A and B
are false. Often in natural language sentences,
the Statement does not specify “or both,” and
the reader must use the context of the
argument or surrounding circumstances to
ascertain whether the Inclusive Disjunction is
suggested.

b. Exclusive Disjunction. Exclusive
Disjunction is specified by the phrase “either.
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..or ..., butnot both.” The Statement is
True if A is true or B is true; the Statement is
False is both A and B are true or both A and B
are False. Often in natural language sentences,
the Statement does not specify “but not both,”
and the reader must use the context of the
argument or surrounding circumstances to
ascertain whether the Exclusive Disjunction is
suggested.

4. Implication. Some implications stated in
English language sentences can be translated
into Truth-Functional, Bivalent Logic, and
some cannot. When they can, they translate
into the Material Conditional. See Section
VII.C.3. The Material Conditional is
sometimes not useful in analyzing English
language statements because of the Paradoxes
of the Material Conditional. See Section
VILN.1.

a. Material Conditional. The Material
Conditional describes a logical proposition
such that when the Antecedent is true the
Consequent must also be true (Modus
Ponens). The Material Conditional also
indicates that, when the Consequent is false,
the Antecedent must therefore be false
(Modus Tollens).

In Natural Language In Logic

(1) If you heat water to ~ 210° > boil

210° F, it will boil (Modus Ponens)

(2) Water boils at 210° F 210° > boil
(Modus Ponens)

(3) You must heat water 210° > boil

to 210° F for it to boil (Modus Ponens)

(4) Water will not boil at 210° > boil

less than 210° F (Modus Tollens)

rain > wet walk
(Modus Ponens)

(5) If it is raining, then
the sidewalk will be wet



(6) If the sidewalk is dry, rain > wet walk
then it is not raining (Modus Tollens)

Note that the Modus Tollens of “rain > wet
walk” is the Logic Equivalent of the Modus
Ponens of “dry walk > not rain”.

b. Other Conditionals. Implication can be
expressed in the English language in many
ways that do not translate to the Material
Conditional. For example, the statement “If
you finish your homework in time, you can
watch your favorite television program” has
no Truth Value. Most speakers tacitly require
a degree of relevance between the Antecedent
and the Consequent before they make a
conditional statement, which helps to avoid
the Paradoxes of Material Implication
discussed in SectionVIL.N.1.

Conditional statements may not reflect
implication at all. The phrase “B only if A”
signifies that A is a necessary condition for B
to occur, but does not mean that B necessarily
follows from A. For example, Texas Probate
Code § 694K says the following:

694K. Attorney Retained on Ward's
Behalf

(a) A ward may retain an attorney for a
proceeding involving the complete
restoration of the ward's capacity or
modification of the ward's guardianship.

(b) The court may order that
compensation for services provided by an
attorney retained under this section be
paid from funds in the ward's estate only
if the court finds that the attorney had a
good-faith belief that the ward had the
capacity necessary to retain the attorney's
services.

This means that before a court can
compensate a retained attorney from a ward’s
estate, the court must first find that the
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attorney had a good faith belief that the ward
was competent. In other words, the award of
fees is contingent on the good faith belief.
However, the court is not required to award
fees, just because good faith belief existed. So
the “only if” proposition expressed in Section
694K states a conditional but not an
implication.

5. Premise Indicators/Conclusion
Indicators. In translating natural language
arguments into logic, it is important to
identify the premises and the conclusions.
Words that indicate a premise include “if,”
“since,” “for,” “because,” “given that,” “for
the reason that,” “seeing that,” “based on the
fact that,” “on account of,” and “in light of the
fact that”. Conclusion indicators include
“therefore,” “thus,” “hence,” “consequently,”
“so we conclude,” “so,” “it follows that,”
“accordingly,” “implies that,” “it is likely
that,” and “then” where paired with an “if.!*®
Words that signify a conditional statement
include “if,” “only if,” “given that,” “provided
that,” “supporting that,” “implies,” “even if,”
and “in case.”

6. Identifying and Adding Suppressed
Premises. When natural language arguments
are made with suppressed premises, it is
desirable to indentify these suppressed
premises and to make them explicit.

7. Examples of English-to-Logic
Translations. In the following examples, the
Premise or Antecedent is marked by a [1] and
the Conclusion or Consequent by a [2]:

»[2] “Opportunity is missed by most people
because [1] it is dressed in overalls and looks
like work,” Thomas A. Edison. Edison is
saying that success results from hard work
and not luck.

»“‘I have always been fond of the West
African proverb: [1] ‘Speak softly and carry a



big stick; [2] you will go far.”” Theodore
Roosevelt

»[2] The sidewalk is wet, so [1] it must have
rained last night.

»[1] You should finish high school [2] so you
can get a better job.

»[1] If I don’t set the alarm clock, [2] I won’t
get to work on time.

»[1] Given that Luna failed to attack each
independent ground listed in Stripes's motion
for summary judgment, [2] she cannot prevail
on appeal.

»[1] The State has not met its burden to
establish that the letter is untrustworthy. See
id. (“The party opposing the admission of the
report has the burden of proving the report's
untrustworthiness.”); Moss, 933 F.2d at
1307-08. We therefore conclude that [2] the
trial court did not err in overruling the State's
hearsay objection to the letter.

»Even though [1] the trial judge erred by
overruling Pearson's motion to modify based
on its failure to meet the requirements of
section 156.401, we nevertheless conclude
that [2] the trial court did not err by overruling
the motion.

» Here, the trial court concluded that the lease
was ambiguous as to whom the tenant was;
the court determined that the tenant was either
“Paul Avenell, Individually and DBA K & S
Contracting” or “K & S Contracting, Inc.”
However, [1] we see nothing in the contract to
indicate that Avenell entered into the lease
agreement on behalf of “K & S Contracting,
Inc.” Instead, each time his name is included
in the contract, it is associated with “K & S
Contracting.” . . . Thus, we conclude that [2]
the lease is unambiguous and that K & S
Contracting is the tenant.
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» In sum, although we disagree with the trial
court's legal conclusion that [1]the lease is
ambiguous, we agree [2] that Avenell,
individually, is liable under the lease. [This
example reflects that the Premise adopted by
the trial court was false, but the trial court’s
Conclusion was nonetheless correct for a
different reason].

» Because [1] we have concluded that the trial
court did not err in refusing to grant a
continuance, we further conclude that [2] the
trial court did not err in refusing to grant
appellant a new trial based on evidence that
appellant was harmed by the denial of his
motions for continuance.

» In his fourth issue, Turner contends that the
evidence was legally insufficient to support
his conviction because the State failed to
prove that he was a primary actor to the
offense.FN2 Turner's entire argument on this
point is based upon the premise that the jury
charge did not authorize the jury to convict
him under the law of parties. . . . Contrary to
his arguments on appeal, [1] the jury charge
also authorized the jury to convict Turner of
capital murder or felony murder on a
conspiracy theory, as contemplated by Section
7.02(b) of the Penal Code. As discussed
below, [2] the evidence was sufficient to
convict Turner of capital murder under this
theory of responsibility.

» [1] Based on this statute, the Rizzos argue
that the rollback taxes must have been
assessed due to Ancira's change in use of the
property, as they were assessed for years
during which Ancira owned the land. This
argument, however, rests on a faulty premise.
The fact that the tax code lays out the proper
procedures for a certain task does not
guarantee that the procedures were followed
in any given case. Accordingly, [2] the fact
that the tax code indicates that rollback taxes
should only be assessed due to a change in use
of property does not compel the conclusion



that, in this case, the taxes were assessed for
that reason. The Rizzos' arguments on appeal
consequently lack merit.

8. Hypothetical Arguments. Hypothetical
arguments make a temporary assumption for
purposes of the argument in order to show the
conclusion that would follow from the
assumption. It is not necessary that the
assumption be true. In fact, in an Indirect
Argument you assume a hypothesis with the
purpose of showing that it is false because it
leads to a contradiction.

R. LEGAL FORMALISM. Legal
formalism describes a view that the law
consists of rules, and that cases consist of
facts, and that legal disputes can be resolved
by applying the correct rule to the facts. This
approach to legal problem-solving lends itself
to the Syllogism of Deductive Logic, where
the legal rule is the Major Premise, the facts
of the case the Minor Premise, and the legal
result is the Conclusion that necessarily
follows."’ Cut-and-dried cases may fit into
this mold, where the applicable rule of law is
clear and the only question is whether the
facts of the case fall within the rule. More
complex cases, often called “hard cases,” do
not easily fit within this mold. When there is
no clearly-applicable rule of law, the rule to
be applied may have to be arrived at using
Inductive Logic (see Section VIII) or
Reasoning by Analogy (see Section XI).

S. LEGAL EXAMPLES. Some court
decisions reflect deductive reasoning, where
the Major Premise is a legal principle, the
Minor Premise a new case that is held to come
within the scope of that legal principle,
leading to the result.

Take, as an example, the rules for
disqualification of a Texas judge. The grounds
for disqualification are set out in Texas
Constitution art. V, § 1, and in Tex. R. Civ. P.
18(b)(1). If the judge is related to a party
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within the third degree of affinity or
consanguinity, s/he is disqualified. It is clear
what law applies and it is clear how that law
applies. The only question is whether the facts
of the case fall within the scope of the rule. If
so, then the judge is disqualified. If not, then
the judge is not disqualified.

A more complicated example involves the
enforceability of premarital agreements under
Texas law. Under Texas Family Code Section
4.006, a premarital agreement is enforceable
unless the party opposing enforcement
establishes the defenses of lack of
voluntariness or unconscionability. In a Truth
Table, the premarital agreement is enforceable
unless “not voluntary” (—V) is found to be
true, or “unconscionability” is found to be
true. In the following Truth Table, the
headings are constructed to reflect the
proposition that the party opposing
enforcement must prove in order to defeat the
agreement (involuntary is “not-V”,
unconscionable is “U”, and enforceable is
“E”):

Defenses to Enforcement of
Premarital Agreement:
Voluntariness and Unconscionability

VvV U E
T T F
T F F
F T F
¥ F T
The Truth Table for enforceability of a

premarital agreement reads like this:

(1* row) If “not voluntary” is true and
“unconscionable” is true, then
the agreement is unenforceable.

(2™ row) If “not voluntary” is true and

“unconscionable” is false, then
the agreement is unenforceable.



(3" row) If “not voluntary” is false and
“unconscionable” is true, then
the agreement is unenforceable.
If “not voluntary” is false and
“unconscionable” is false, then

the agreement is enforceable.

(4™ row)

The unconscionability defense is a bit more
complicated. Even ifthe premarital agreement
is unconscionable, it is nonetheless
enforceable unless the party opposing
enforcement proves that, before the agreement
was signed: (i) s’/he was not provided a fair
and reasonable disclosure of property or
financial obligations of the other party. (ii)
s’/he did not expressly waive, in writing, such
disclosure; and (iii) s/he did not have, or
reasonably could not have had, adequate
knowledge of the property and financial
obligations of the other party. Tex. Fam. Code
§ 4.006(a)(2). Stated in symbolic logic, where
g =unconscionable, r =disclosure, s = waiver,
and t = knowledge, to succeed with an
unconscionability defense the party opposing
enforcement must prove:

gA-rA—-sA—t

Here is the Truth Table reflecting the
unconscionability defense:

Truth Table for the unconsionability
defense to enforcement of premarital agreement

Uclllt Discllorsu:e Wali:'u' Kllom;l'edge Unenforcable
T T T T T
T T N F F
T T F T F
T T F F F
T F T T F
I I N 1 I
T F F T F
I F F F F
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T. COGNITIVE STUDIES OF
DEDUCTIVE REASONING. Cognitive
scientists have studied the way people engage
in deductive thinking, through Syllogisms,
Conditionals and in other ways. These
scientists have attempted to correlate the
difficulty of certain mental processes with
objective measures such as reading times,
answer times, and percentage of correct
answers. Some psychologists believe that
persons untrained in Logic use mental rules in
a process to derive Conclusions from
Premises. Other psychologists reject that idea,
saying that logical propositions are valid or
invalid based on form, while natural language
sentences are judged by many persons to be
true or false based on content."”® One school
of thinking is that persons solve logic
problems by constructing “mental models” of
the problem, then quickly checking to see if
the conclusion holds true in all instances (and
is thus “necessary”), or most instances (and is
thus “probable”), or at least one instance (and
is thus “possible”), or no instances (making
the Proposition “Invalid”). Invalidity can be
modeled as a search for a counter-example,
and if none is found then the Syllogism is
deemed valid; if a counter example is found,
then the Syllogism is deemed Invalid."”’

U. REASONING EXPERIMENTS. The
typical reasoning experiment provides the
participant with a Premise and asks him/her to
aproduce or evaluate a Conclusion that would
follow from the Premise. The psychologist
limits the non-logical content of the problem,
in order to avoid interference from general
knowledge.'®

1. Tests of Conditional Reasoning. The
typical reasoning experiment provides the
participant with a Premise and asks him/her to
produce or evaluate a Conclusion that
necessarily follows from the Premise. The
psychologist limits the non-logical content of
the problem, in order to avoid interference
from general knowledge.'®' In general terms,



most people, when given the indicative
Conditional in Modus Ponens form that “P
implies Q,” and given the Premise “P”, arrive
at the Conclusion “Q”. Only half of the people
arrive at the Modus Tollens result, that the
Indicative Conditional “P implies Q,” together
with the Premise ‘“not-Q”, leads to the
Conclusion “not-P”.

a. The Wason Selection Task. A famous
test of deductive reasoning was devised by
Peter C. Wason in 1966, called the “Wason
Selection Task.” In this task, the examinee is
shown four cards, one with the number 3,
another with the number 8, another purely red,
and the last purely brown. The examinee was
asked, “Which card(s) should you turn over to
test the truth of the proposition that if a card
shows an even number on its face, then its
opposite face is red?”

The answer to the Wason Selection Task is at
this endnote.'” In Wason’s study, less than
ten percent of the people got the right answer.
The experiment suggests that in solving
problems people use something other than
analytic processes. Some say they use “rules
of thumb” or short-cut ways of evaluating
problems--which psychologists call
“heuristics.”'® Other say that people
determine the wvalidity of a deductive
proposition by creating “mental models” of
the problem, then running through the
outcomes to see whether a counter-example
occurs. If not, the problem is deemed valid.'®

Subsequent studies suggest that people not
trained in Logic assess the validity of a
Syllogism based on the believability of its
content. For example, an experiment
published in 1983 found that most participants
saw that the following Syllogism was
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incorrect: “No police dogs are vicious; some
highly trained dogs are vicious; therefore
some police dogs are not highly trained.”'®

VIII. INDUCTIVE LOGIC. In addition to
describing reasoning by deduction, Aristotle
also wrote about induction (epago6g¢). In his
writings on Logic, Aristotle says little more
than that induction is reasoning from the
particular to the general. In his writings on
science, however, Aristotle describes
induction as a process in which an observer
evaluates many specific instances and draws
from them underlying principles that connect
these specific instances in a necessary way.
This has become an idealized view of the
scientific process, in which the scientist
objectively makes many observations, then
uses intuitive processes to abstract from all
these instances some underlying principle that
explains how or why they occur. This
principle is then published as a hypothesis,
which is subjected to analysis and testing by
other scientists. More generally, people use
inductive reasoning every time they use what
they already know to deal with novel
situations.'®

The hallmark of Inductive Logic is that the
conclusion does not necessarily follow from
the premises. An Inductive inference or
Argument is “strong” if it is improbable that
the Conclusion is false when the Premises are
true. In many instances, it is possible to
estimate the likelihood that the Conclusion
follows from the Premises using probability
theory. Thus, probabilities play an important
role in Inductive Logic. Probabilities can
sometimes be generated using the principles
of statistical analysis. Statistics can be used to
extrapolate from a few instances to all
instances. Statistics can be used to predict
future outcomes or conditions based on past
or present circumstances. Generating
conclusions using probabilities and statistics
can thus be evaluated using the principles of
Inductive Logic.



A. MODERN SCIENCE ASINDUCTIVE
LOGIC. The philosophy of science has gone
through many stages. The current view of
modern science, seeded with the writings of
Francis Bacon (1561-1626) and the
observational work and philosophical writings
of Galileo Galilei (1564-1642), is a process of
gathering observations about nature and
natural phenomena, and drawing from these
observations certain underlying principles that
are posed as hypotheses that are thereafter
tested for wvalidity, and are adjusted or
abandoned as further efforts confirm or
discredit the hypotheses. The process of
drawing underlying principles from many
examples is Inductive Logic.

The Inductive Logic component of modern
science is epitomized by the work of Galileo
Galilei, who drew on his own careful
observations of physical phenomena to
propose theories about the way the world
works. Galileo’s measurements regarding the
speed of balls rolling down an inclined plane
led him to propose that falling objects of
different weights all gain speed at the same
rate of acceleration. Using a telescope that he
developed, Galileo discovered that Jupiter had
three moons, and that Venus went through
phases like the moon. Both observations
destroyed the central tenet of the geocentric
view of the universe, that all celestial objects
moved around the earth which remained
motionless. In a similar manner, Keppler
determined his Three Laws of Planetary
Motion from astronomical data collected by
Tycho Brahe, and Newton developed his
explanation of optics from careful observation
of the properties of light. Einstein deduced, in
Modus Tollens fashion, that experimental
evidence, showing that the speed of light was
invariable in a vacuum, refuted the traditional
assumptions that space and time were
invariable, and he inductively generated his
Theories of Special and General Relativity as
a result.
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B. JOHN STUART MILL ON
INDUCTIVE LOGIC. John Stuart Mill’s
1843 book, A SYSTEM OF LOGIC, contains an
important analysis of Inductive Logic. Mill
believed that all knowledge derived from
experience, and that the rules of mathematics
and rules of Logic were drawn by humans
from their interactions with the world. In fact,
Mill saw Deductive Logic as deriving from
Inductive Logic, in that the Premises asserted
in Deductive Logic were themselves an
extrapolation of general principles drawn
from many individual experiences. For
example, the Premise “All men are mortal”
can be asserted as a Premise derived from our
experience that, in every case we have seen so
far, all human beings eventually die.

Mill described Inductive Logic in these
words:

Induction, then, is that operation of the
mind, by which we infer that what we
know to be true in a particular case or
cases, will be true in all cases which
resemble the former in certain assignable
respects. In other words, Induction is the
process by which we conclude that what
is true of certain individuals of a class is
true of the whole class, or that what is
true at certain times will be true in similar
circumstances at all times.'®’

Mill’s approach to inductive reasoning is most
readily applied to scientific inquiry about the
world, which is not surprising given Mill’s
thesis that the methods of logical analysis are
themselves a product of our observations
about the way the world works. Mill’s
inductive techniques are thus adapted to the
development of hypotheses about the cause of
events or phenomena in the natural world,
which can be validated or invalidated by
observations of natural phenomena, or more
effectively by conducting experiments in
which possible causal agents are isolated and
then varied to see how they affect the result.



Mill extended his theories to purely social
questions such as morality, but Mill believed
that the only “social science” that was truly
susceptible to this type of verification was
psychology, where concrete rules of human
behavior could be identified and tested to
establish validity.

Unfortunately, Mill did not apply his thinking
to jurisprudence, so we are left to our own
devices in applying his model of inductive
reasoning to the legal process. Nevertheless,
it is apparent that the inductive process
outlined with great specificity by Mill does
describe some aspects of legal analysis.
Applying Mill’s insight to the common law,
all principles of law, described by Blackstone
as deriving from Natural Law, are inductive
conclusions drawn from a multiplicity of court
rulings that in turn were originally drawn
from the way people naturally acted in various
circumstances. When no existing rule of law
fits the case, and a new rule must be ab-
stracted from a variety of possible rules that
might be extended to the case at hand,
Inductive Logic comes into play. In that
respect, it is probably fortunate that courts of
last resort are inclined to allow extensions of
the law to develop at the intermediate
appellate court level before these “supreme”
courts foreclose more exploration by
pronouncing the law and thus precluding
further inquiry about what the law should be.

C. PRINCIPLES OF INDUCTIVE LO-
GIC. Since Inductive Logic starts with
Premises and ends with a Conclusion,
inductive arguments have features that exist
for Deductive Logic, except for the certainty
in outcome. Looked at syllogistically,
Inductive Logic involves inferring the Major
Premise of a Syllogism of which the Minor
Premise is assumed to be true and the
Conclusion is proved to be true.'®®

1. Generalization. A key aspect of
Inductive Logic is generalization. There are
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two types of generalization: Anecdotal
Generalization and Statistical Generalization.
Anecdotal Generalization proceeds from
anecdotes, which are informal accounts of
events that cannot be investigated using the
scientific method. Anecdotal evidence is not
necessarily typical, so the risk is great that
someone will make an unwarranted
assumption that the anecdote is representative
of the general case. This is called the Fallacy
of Hasty Generalization (see Section
VIILF.1). A Statistical Generalization is a
generalization that attributes to a larger group
a property that exists in a representative
sample of the target population, typically
expressed as a percentage.'®

2. Simple Induction. Simple induction
involves inferring generalized knowledge
from example observations. Stated differently,
induction is deriving a general rule from
background knowledge and observations.
Example:

Socrates is a man.

Socrates is mortal.

Therefore, 1 hypothesize that all men are
mortal.

If induction is used to generate a hypothesis,
and that hypothesis is confirmed as true, it can
become a Premise to use in Deductive Logic
(like “all men are mortal”).

3. Correlation and Causation. An
important part of Inductive Logic is to
identify causes, whether of events, or
conditions, or diseases, or anything else. A
major problem in Inductive Logic is thinking
that things that correlate have a causal
relationship. Consequently, a dictum has
developed that “correlation does not imply
causation,” meaning that correlation may
suggest a causal relationship but it does not
prove it. Two things may correlate because
they are both responding to a third cause.



4. Statistical Syllogism. A statistical
Syllogism is a Syllogism that does not assert
the Conclusion with certainty. A statistical
Syllogism reasons from a generalization that
is for the most part true in a particular case.
This contrasts with Induction, which reasons
from particular cases to generalizations.
Statistical Syllogisms may use qualifying
words like "most", "frequently", "almost
never", "rarely", etc., or may have a statistical
generalization as one or both of their
premises. A statistical syllogism has the form:
“This is an A and the probability of an A
being a B is high, so this is probably also a
B.”170

5. Statistical Prediction. Statistical
prediction is predicting outcomes based on
broad statistics and not on individual
assessment of a specific situation. American
psychologist Paul Meehl long championed the
idea that the course of mental illness could be
better predicted using general statistics than
clinical evaluation of the individual patient.'

D. COGNITIVE STUDIES OF
INDUCTIVE REASONING. Psychologists
have been studying the way people engage in
inductive reasoning. Interesting conclusions
are developing from these studies. In one
experiment, examiners were asked to rate an
argument that a drug was safe, based on
clinical trials that showed no negative side-
effects. The examinees rated the conclusion
based on one drug study to be weaker than the
same conclusion based on 50 clinical trials.'”'

Neuro-scientists have begin to study the
physical manifestations of different types of
logical thinking using brain imaging tools like
the functional MRI. The process is called

'Meehl’s 1954 book [Sc] Clinical v. Statistical Prediction:
A Theoretical Analysis and a Review of the Evidence [Sc]
that statistics about great numbers of mental health
products had better predictive ability for the individual
patient than clinical judgments about the patient made by
the patient’s treating professionals.
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“neuro-imaging.”'”* Studies are showing that
performing different types of tasks using
inductive logic involves different parts of the
brain. It is possible that eventually science
will help rhetoricians to refine their theories
or develop new ones based on a more accurate
understanding of the way the brain works.

E. GENERATING RULES TO RE-
SOLVE LEGAL CASES. In many legal
disputes, the law to be applied is not
contested. The only issue is how the legal rule
applies to the facts of the case. However, in
some instances there is a dispute as to which
rule of law applies to a case. This occurs when
the facts make a case uniquely different from
earlier cases or when, in a developing area of
the law, the controlling legal principles have
not yet been firmly established. In that
situation, it is necessary for a judge or lawyer
to use legal reasoning to determine the rule of
law to be applied. The first and most frequent
approach is to look at prior cases involving
similar issues and argue for or against
applying the rule of law of an earlier case to
the current case, based on similarities and
distinctions between the two cases. [fthere are
no prior cases that are sufficiently similar to
copy, then the second approach is to look at
prior cases in other areas of the law, to see if
an underlying rule of law can be discerned
that could be used to resolve the case at hand.
If the comparison is to be made to rules of law
in other areas (rather than specific cases), then
the goal is to see if these different rules can be
unified as expressions of a more fundamental
underlying principle of law that can be
applied to the current case. If this is not
possible, then as a third alternative the
lawyers and judges must fall back on general
principles of law, to fashion from them a
particular application that can be applied to
the case at hand.

The first method mentioned above has been
identified as “reasoning by analogy.” Mill
considered reasoning by analogy to be a form



of inductive reasoning. Others have argued
that reasoning by analogy goes from the
specific to the specific, rather than from the
specific to the general, and thus is not really
inductive. In this Article, Reasoning by
Analogy is discussed separately, in Section
XI.

The second approach described above is a
form of Inductive Logic epitomized by the
American Law Institute’s process of
developing its Restatements of the Law,
which gathered and organized court decisions
from many jurisdictions, and synthesized
them into general rules of law. Where the
synthesis is among existing rules of law, one
such inductive effort was aptly described in
the British case of Heaven v. Pender, (1883)
11Q.B.D. 503 (1883): “The logic of inductive
reasoning requires that where two major
propositions lead to exactly similar minor
premises there must be a more remote and
larger premise which embraces both of the
major propositions.”

The third approach is a blend of inductive and
deductive reasoning, in that inductive
reasoning is needed to canvass general
principles to find likely candidates for the rule
to be applied in the case, but the decision of
which principles, or combination of general
principles, to apply may be based on familiar
deductive techniques like Modus Ponens,
Modus Tollens, Reductio ad Absurdum, and
the like.

F. FALLACIES OF INDUCTIVE
REASONING. There are recurrent dangers in
inductive reasoning that have been identified
as fallacies.

1. Hasty Generalization. Hasty
Generalization is inferring a conclusion about
an entire class of things based on knowledge
of an inadequate number of class members.
Stated differently, a hasty generalization is an
unwarranted conclusion that a sample of a
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population is representative of the entire
population, so that qualities of the sample
suggest identical qualities of the general
population. This fallacy is also called the
“Law of Small Numbers.”

2. Fallaciesof Distribution. The Fallacy of
Distribution is a logical fallacy that results
from ignoring the difference between the
distributive sense of a term (referring to each
member of a class) and the collective sense of
that term (referring to the class as a whole).
This can be either the Fallacy of Composition
of the Fallacy of Division. Some writers
associate this fallacy with what is called the
“Representativeness Hueristic,” which refers
to the common inclination to assess the
probability of something unfamiliar by
comparing it to the probability of a familiar
but different proposition.

3. Fallacy of Composition. The Fallacy of
Composition occurs when you infer that
something that is true of a part is also true of
the whole. The Fallacy of Composition is
similar to Hasty Generalization, in that hasty
generalization is the error of attributing the
qualities of a small portion of a group to the
entire group. Another Fallacy of Composition
is the Fallacy of Anecdotal Evidence, which
uses a few examples to counter a claim based
on solid evidence.

4. Fallacy of Division. The Fallacy of
Division occurs when you assume that what is
true of the whole is also true of a part of the
whole.

5. Dicto Simpliciter. The Fallacy of Dicto
Simpliciter occurs when an acceptable
exception is ignored or eliminated. There are
two forms: Accident (ignoring an acceptable
exception) and Converse Accident
(eliminating or simplifying an acceptable
exception).



6. Faulty Analogy. The Fallacy of Faulty
Analogy occurs when one assumes that
because two things being compared are
similar in some known respects, that they are
therefore similar in other unknown respects.
Faulty analogy is analogical reasoning whose
inductive probability is low because the
similarities relied upon to draw the connection
between the Source and Target are tenuous or
not relevant to the comparison. Faulty
Analogy can be the basis for humorous quips:
“Ancient Rome declined because it had a
Senate; now what's going to happen to us with
both a Senate and a House?”” --Will Rogers.

7. False Cause. The False Cause Fallacy
occurs when an argument attributes a causal
linkage between events or conditions when
the link has not been proved.

The Fallacy of False Cause involves the
erroneous attribution of a causal relationship.
The Fallacy can take several forms. It can
occur when a cause is confused with an effect
(Non Causa Pro Causa).

Another example is the Fallacy of Ignoring a
Common Cause. The fallacy occurs when it is
wrongly believed that A causes B or B causes
A, when in reality both A and B are caused by
an independent cause, which is C.'”

Another example is the Post Hoc Ergo Propter
Hoc Fallacy. The “Post Hoc” Fallacy is
inferring that, because A precedes B, A must
cause B.

The Post Hoc Fallacy was addressed in
Guevara v. Ferrer, 247 S.W.3d 662, 667-68
(Tex. 2007), where the issue was whether the
plaintiff had established, in the absence of
expert testimony, that medical expenses of
over $1 million were caused by an automobile
accident. The Court said:

Daubert and Robinson require trial
judges to scrutinize evidence for
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reliability. Robinson, 923 S.W.2d at 554.
Most federal courts that have considered
the issue after Daubert have concluded
that temporal proximity alone does not
meet standards of scientific reliability and
does not, by itself, support an inference
of medical causation. See, e.g., McClain
v. Metabolife Int'l, Inc., 401 F.3d 1233,
1243 (11th Cir.2005) (concluding that a
temporal relationship does not, by itself,
establish causation, and rejecting “the
false inference that a temporal
relationship proves a causal
relationship”); Rolenv. Hansen Beverage
Co., 193 Fed. Appx. 468, 473 (6th Cir.
2006); . . . ; see also Roche v. Lincoln
Prop. Co., 278 F.Supp.2d 744, 764 (E.D.
Va. 2003) (“An opinion based primarily,
if not solely, on temporal proximity does
not meet Daubert standards.”); In re
Breast ImplantLitig., 11 F.Supp.2d 1217,
1238-39 (D. Colo. 1998) (“[A] temporal
relationship by itself, provides no
evidence of causation.... The fact of a
temporal relationship establishes nothing
except a relationship in time. Proof of a
temporal relationship merely suggests the
possibility of a causal connection and
does not assist Plaintiffs in proving
medical causation.”); Schmaltz v. Norfolk
& W. Ry., 878 F.Supp. 1119, 1122 (D.II1.
1995) (“It is well settled that a causation
opinion based solely on a temporal
relationship is not derived from the
scientific method and is therefore
insufficient to satisfy the requirements of
[Rule] 702.”). One federal court noted the
importance of focusing on scientific
reliability to ensure “that decision makers
will not be misled by the post hoc ergo
propter hoc fallacy--the fallacy of
assuming that simply because a
biological injury occurred after a spill, it
must have been caused by the spill.”
Ohio v. U.S. Dep't of the Interior, 880
F.2d 432, 473 (D.C.Cir. 1989). This is
not to say that evidence of temporal



proximity, that is, closeness in time,
between an event and subsequently
manifested physical conditions is
irrelevant to the causation issue.
Evidence of an event followed closely by
manifestation of or treatment for
conditions which did not appear before
the event raises suspicion that the event
at issue caused the conditions. But
suspicion has not been and is not legally
sufficient to support a finding of legal
causation. When evidence is so weak as
to do no more than create a surmise or
suspicion of the matter to be proved, the
evidence is “no more than a scintilla and,
in legal effect, is no evidence.” Ford
Motor Co. v. Ridgway, 135 S.W.3d 598,
601 (Tex.2004). Nevertheless, when
combined with other causation evidence,
evidence that conditions exhibited
themselves or were diagnosed shortly
after an event may be probative in
determining causation. See, e.g., Westber-
ry v. Gislaved Gummi AB, 178 F.3d 257,
265 (4th Cir.1999) . . ..

Undoubtedly, the causal connection
between some events and conditions of a
basic nature (and treatment for such
conditions) are within a layperson's
general experience and common sense.
This conclusion accords with human
experience, our prior cases, and the law
in other states where courts have held
that causation as to certain types of pain,
bone fractures, and similar basic
conditions following an automobile
collision can be within the common
experience of lay jurors. . thus,
non-expert evidence alone is sufficient to
support a finding of causation in limited
circumstances where both the occurrence
and conditions complained of are such
that the general experience and common
sense of lay persons are sufficient to
evaluate the conditions and whether they
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were probably caused by the occurrence.
... [Footnotes omitted]

8. Suppressed Evidence. The Fallacy of
Suppressed Evidence occurs when a person
omits relevant data. The Fallacy is hard to
detect since it is difficult to detect omitted
data.

9. Common Statistical Fallacies. There are
a number of misconceptions that can arise
about statistical evidence. Some relate to
flaws in the selection of the statistical sample,
or the failure to screen out extraneous factors
that might influence results. Others relate to
the drawing of Invalid or Unsound
conclusions from the statistical data.

a. Errorsin Generating Statistics.

(1) Sampling Bias. Sampling Bias occurs
when the person who is selecting examples to
analyze unknowingly assembles a group of
examples that is not representative of the
entire group of cases. Sampling Bias can
introduce unrecognized factors in the study
that invalidate the conclusions derived from
the results of the study. In Inductive Logic,
Sampling Bias is a form of Fallacy of
Composition, or assuming that a part is
representative of the whole. This is also called
the Fallacy of Biased Sample. Drawing
samples at random is a way to avoid this
Fallacy.

b. Errorsin Interpreting Statistics.

(1) Fallacy of Small Sample. The Fallacy of
the Small Sample occurs when the sample size
is too small to justify the conclusion drawn.
This is a form of the inductive Fallacy of
Hasty Generalization.

(2) Base Rate Fallacy. The Base Rate is the
prior probability of an event or condition,
determined before new information is
acquired. The Base Rate Fallacy (Ignoring the



Base Rate) occurs when the Conditional
Probability of a hypothesis (H) given some
evidence (E) is assessed without taking into
account the "base rate" or "prior probability"
of H and the total probability of evidence E.
The Fallacy is also expressed as the erroneous
assumption that “p(x|y) = p(y|x)."* See
Section X.B.

(3) Ignoring Regression to the Mean.
“Regression to the mean” is the tendency of
an event that is extreme to be followed by an
event much closer to the mean.

(4) Conjunction Fallacy. The Conjunction
Fallacy is a belief that the likelihood of two
events occurring together is greater than the
likelihood of either event occurring alone. In
actuality, the probability of two events
occurring together can never exceed the
probability of the least likely event occurring
alone. In a famous psychological study
published in 1983, participants were told
about a woman named Linda. “As a student,
she was deeply concerned with issues of
discrimination and social justice, and
participated in anti-nuclear demonstrations.”
Participants were then asked to rank eight
statements (e.g., “Linda is active in the
feminist movement,” “Linda is a bank teller,”
“Linda is a bank teller and is active in the
feminist movement”), based on probability. If
reasoning correctly, the participant would
know that the probability of a conjunction of
two outcomes cannot exceed the probability
of each outcome standing alone. Eighty
percent of the participants found it more likely
that Linda was both a feminist and a bank
teller than that she was a feminist alone or a
bank teller alone.'” The psychologists gave
the test to Stanford undergraduates, graduate
students in psychology, and doctoral
candidates in the decision science program,
and found that 85-89% of the participants
committed the Conjunction Fallacy.'”® Efforts
to improve scores with additional explanation
did not greatly improve scores.'”’
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(5) Gambler’s Fallacy. Given a series of
identical events (a “streak’) and the necessity
to make a choice as to the next outcome,
people must make one of three possible
inductions: (1) that the streak is irrelevant, (2)
that the streak will continue, or (3) that the
streak will stop.”'”® Those who opt for option
(1), expect the next outcome to be unaffected
by the past outcomes. For them, the
probability of the next outcome is the base
rate probability calculated before the first
outcome. Option (2) is sometimes called the
“Hot Hand” phenomenon, based on a
psychological study of persons watching
basketball. Psychologists noted that basketball
fans believe it more likely that a streak of a
baskets will contine while a streak of misses
will come to an end.'” Option (3) is called the
Gambler’s Fallacy, based on the noted
proclivity of gamblers to keep on betting even
when they have been losing. While the odds at
the outset of ten losing hands in a row is low,
after the ninth hand the odds of a losing hand
are the same as after the eighth hand or before
the first hand. It has been suggested that the
Gambler’s Fallacy arises from the
representativeness heuristic leading people to
believe in a “law of small numbers.” People
expect a sequence of events to be
representative of overall probability, and that
an unlikely streak of one type of outcomes
must quickly end and be evened out by other
events. That principle, however, would not
readily explain the Hot Hand phenomenon.
Another explanation would be that people
who opt for (2) or (3) do not believe that the
outcomes are random. When events are not in
fact random, then following streaks may yield
better outcomes than disregarding streaks.'*
This points up the fact that the Fallacy is only
fallacious when applied to random events.

(6) Texas Sharpshooter Fallacy. The Texas
Sharpshooter Fallacy describes a shooter who
shoots the side of a barn and then draws the
target around the place where the bullets hit.
The Fallacy is an effect of the “clustering



illusion,” or the belief that random events that
occur in clusters are not really random.

c. Statistics in the Law. The role of
statistics in the legal process is not well-
understood by judges, lawyers, witnesses, and
jurors. In 2007, Jonathan Koehler, a professor
at the University of Texas School of Business,
published on the internet a preliminary draft
of an article discussing nine statistical
fallacies."®'

(1) Misconception #1: The Importance of
Statistics in Litigation. The first
misconception addressed by Professor
Koehler is the view that jurors overweight
statistical evidence, a view espoused by
Harvard Law Professor Lawrence Tribe in his
1971 law review article, L. Tribe, Trial by
Mathematics: Precision and Ritual in the
Legal Process, 84 HAR. L. REV. 1329 (1971).
Psychological studies show just the
opposite.'*?

2. Misconception #2: Small Samples Are
Not Informative. People wonder how a
survey of 1,000 people can accurately
represent millions of Americans. The
reliability of a survey (called “the margin of
error’”) is unrelated to the size of the
population that the survey seeks to describe.
The more important consideration is the
extent to which members of the sample were
selected at random from the population of
interest.'®

3. Misconception #3: The Significance of
“Statistically Significant.” Sample size plays
a central role in determining whether a
difference is statistically significant. Large
sample sizes are more likely to yield
statistically significant differences. But
sample size plays no role at all in determining
whether a difference is practically significant.
Statistical significance is reflected as a “p-
value.” The p-value identifies the probability
that a disparity as large (or larger) than that
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observed in the study would occur with
random chance. Professor Koehler wrote:

Statistical novices also mistakenly
assume that statistically significant
differences are practically important and
that statistically insignificant differences
are practically unimportant. However, it
is important to distinguish between these
two types of significance. Sample size
plays a central role in determining whe-
ther a difference is statistically
significant. Large sample sizes are more
likely to yield statistically significant
differences. But sample size plays no role
at all in determining whether a difference
is practically significant.'®

(4) Misconception#4: Correlation Implies
Causation. In truth, correlation does not
imply causation. Just because two variables
are correlated or associated with one another,
does not mean that one of the variables caused
the other. The correlation could result from an
unrecognized third variable. Nonetheless,
people rely on correlation as a primary
indicator of causality, and people sometimes
equate degree of correlation with degree of
causal strength. One way to combat this
misconception is to identify the third variable,
and push it aggressively as a possible cause.'®

(5) Misconception #5: Base Rates Don’t

Matter. One of the most prevalent
misconceptions is that background
probabilities (called “base rates”) are

irrelevant for specific judgments. Professor
Koehler wrote

Though base rate evidence sometimes
“feels” different from other types of
evidence, it is no more or less inherently
probative than individuating or direct
evidence. An 80 percent probability of
guilt based entirely on a base rate carries
with it the same 20 percent chance of a
false conviction as an 80 percent



probability of guilt based on, say, the
somewhat unreliable testimony of an
eyewitness.

Appellate courts have, on occasion, rejected
base rate statistics as not being sufficiently
tied to the specific case to be helpful to the
fact finder.'™

(6) Misconception #6: A Small Match
Probability Implies Source Identification.
Forensic evidence does not match one thing to
another with certainty; it is probabilistic
evidence, comparing the probability that the
match would occur at random given the
underlying population. Professor Koehler
notes:

[1]f the match is rarer than the number of
people on earth (e.g., 1 in 10 billion),
there couldn’t be a second person who
matches as well, right? Wrong. The
probability that at least one other person
in a population of 6.5 billion will match
a set of genetic markers that occurs just
one time in 10 billion is about 48%."

(7) Misconception #7: The Match
Probability Identifies the Chance of
Innocence. Forensic experts will present
evidence that requires statistical analysis
before the significance of the evidence can be
understood. Taking for example evidence of a
DNA match with blood at a crime scene,
testimony will be introduced regarding the
frequency in which the genetic profile occurs
in the population, which is the probability of
finding a match with a person who is not the
source of the evidence. Professor Koehler
points out that jurors are more interested in
knowing how likely it is that the accused is
the person who left the blood stains.'™

(8) Misconception#8: Error Rates: Nice to
Have But Not Essential. In some instances
the statistical evidence (particularly DNA
matches) has a very small match probability
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while the chance of a mismatch (i.e., the error
rate) is much larger. When this happens, then
the importance of the statistical evidence is
controlled by the chance of an error.
Nonetheless, appellate courts have been
unwilling to overturn convictions for failure to
admit error rates.'®

(9) Misconception#9: Non-Unique Match-
es Are Worthless. Non-unique match
evidence is statistical evidence that is able to
reduce the group of potential individuals to a
small group but not an individual. This leads
to an argument, termed “the Defense Attorney
Fallacy,” that twenty males (or whatever the
count may be) might be the perpitrator. This
argument fails to distinguish between
probative evidence and conclusive evidence.
Non-unique evidence is very probative if the
inclusion group is small compared to the
exclusion group, and the addition of the
statistical evidence to other evidence of guilt
can substantially increase the likelihood of
guilt."”

10. Confusing Unexplained with
Unexplainable. The Fallacy of Confusing the
Unexplained with the Unexplainable occurs
when there is no apparent explanation of
something using known principles, and it is
therefore concluded that the explanation is
unknowable.

11. False Continuum. The Fallacy of False
Continuum is the idea that, because there is no
clear demarcation between two things, that
those things therefore cannot be distinguished.

IX. ABDUCTIVE REASONING. Abduc-
tive Reasoning was suggested by American
philosopher, logician, mathematician,
psychologist, scientist and thinker Charles
Sanders Peirce'" in 1883 to describe the way
people generate hypotheses explaining
apparent correlations between certain events
or conditions. Peirce was not convinced that
deductive and inductive logic together



captured the essence of man's apprehending
the world. Peirce believed the human mind,
being a product of the world, "naturally thinks
somewhat after nature's pattern," and that
people "often derive from observation strong
intimations of truth, without being able to
specify what were the circumstances we had
observed which conveyed those
intimations.”' Based on psychological
studies of human perception, Peirce believed
that perceiving the world gave rise to
perceptual judgments that brought with them
universal propositions, in a manner that was
"not controllable and therefore not fully
conscious."'”® Peirce viewed those
propositions as hypotheses, coming to life
through "an act of insight" that arose "like a
flash.""* Peirce named this process
"hypothesis inference" (or "abductive
inference").

In some of his writings, Peirce divided non-
deductive reasoning into three types:

Let us now consider non-necessary
reasoning. This divides itself, according
to the different ways in which it may be
valid, into three classes: probable
deduction; experimental reasoning, which
I now call Induction; and processes of
thought capable of producing no
conclusion more definite than a
conjecture, which I now call
Abduction.'”

Peirce described Abductive Reasoning as a
process of “examining a mass of facts and in
allowing these facts to suggest a theory. In
this way we gain new ideas; but there is no
force in the reasoning.”'”® Abductive
Reasoning works the opposite direction from
deduction: with deduction, the Antecedent is
used to get to the Consequent. Looked at
syllogistically, Abduction takes a known
Conclusion and an known Minor Premise and
intuits the Major Premise. Looked at from the
standpoint of Conditionals, in Abductive
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Reasoning the Consequent is used to get to the
Antecedent."”’

The abductive process may originate with
intuition, but through a process of verification
certain hypotheses may be eliminated because
they do not square with the facts. A
hypothesis is “valid” if it is the best
explanation of the correlations under
consideration. Abduction has been described
as a process where a theory and some data are
combined to derive a premise. Examples:

All humans are mortal.
Socrates is mortal.
Therefore, Socrates must be human.

To use an example suggested by Peirce:

The surprising fact, C, is observed;

But if A were true, C would be a matter of
course,

Hence, there is reason to suspect that A is
true.'”®

The foregoing Syllogism exhibits the Fallacy
of the Undistributed Middle, and is not Valid.
It does, however, suggest an hypothesis that
could be true, and can be subjected to
verification.

If you have the flu, you have a mild fever.
You have a mild fever.
Therefore, you may have the flu.

The foregoing Conditional Syllogism exhibits
the Fallacy of Affirming the Consequent, and
is not logically Valid. It does, however,
suggest an hypothesis that can be confirmed
or rejected by testing.

The purely-logical interpretation of Peirce’s
concept leaves out an important component of
Pierce’s beliefs. Peirce did not consider
perceptual judgment to be discrete from
hypothetical inference; he viewed perceptual
judgments as extreme cases of hypothetical



inference. In science, the hypothesis, arising
from perception becomes an ongoing tool for
making observations and applying the
methods of deductive and inductive logic to
arrive at objectively verified conclusions.'”
Peirce went beyond the conceptual framework
just outlined, however, because he associated
hypothetical inference with a feeling of great
intensity, which he identified as emotion.

Peirce identified two types of logic: logica
utens and logica docens. Logica utens is a
rudimentary sense of logic-in-use, which
produces insight through a process not visible
to the conscious mind and not susceptible to
explanation. Logica docens is a con-
sciously-developed skill set that we are
taught, or that we develop, to us in an
analytical fashion in our daily lives and
work.*?

Peirce believed that if two or more hypotheses
are consistent with the data, there is a long-
standing preference for the simpler of the two.
See Occam’s Razor and the Rule of
Parsimony. In Peirce’s words, Pearce
suggested that the least extraordinary
hypothesis is preferred.

X. REASONING IN UNCERTAINTY.
Some theorists have suggested that ordinary
reasoning is not based on valid deductive
methods because deductive reasoning deals
with absolutes while everyday reasoning is
uncertain. While it is true that reasoning is
uncertain when people are called upon to
make choices that can affect outcomes, the
logic structure of Modus Ponens (especially
when expressed in the cause-and-effect
relationship) nevertheless underlies most
people’s assessments of the way the present
relates to the future. Apart from that,
Deductive Logic’s approach of constructing
and attacking arguments by identifying
Premises and Conclusions, and seeing how
they relate, is the way most legal arguments
are approached.
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Deductive Logic assumes that the
relationships it asserts between Terms or
between Propositions are absolute, guaranteed
relationships that are either true or false.
Inductive Logic involves issues where
absolute certainty is unattainable, and that the
support for Conclusions comes in degrees of
strength, most often characterized as
probabilities.””" Thus, Inductive Logic
involves the degree of evidentiary support for
contingent claims.**

Probability is a world unto itself. The
mathematical study of probabilities started
with Blaise Pascal and Pierre de Fermat in the
1600s, was expanded by Pierre De Laplace in
the 1800s, was introduced into formal logic by
George Boole in 1854, and was further
advanced by John Venn in 1876. The actual
calculation of probabilities is outside the
realm of normal decision-making. However,
understanding the essential aspects of
probability theory can be useful in evaluating
arguments, even in normal speech.

There are many situations where it is not
possible to assign probabilities to conclusions.
People still apply reasoning to those kinds of
issues. Some theorists apply belief-based
approaches to conditionals.

A. THE BASIC RULES OF
PROBABILITY. In probability theory, the
probability of an outcome or that a condition
exists ranges from zero to one, and is stated as
a percentage. Something that will not happen
has a probability of 0%, and something that is
certain to happen has a probability of 100%.
Something that is as likely to happen as not
happen has a probability of 50%. To
determine the probability that any one of a
series of independent events will occur, you
add the probabilities of each event



happening.? To determine the probability that
each and every one of a series of events will
occur, you multiply the probabilities of each
event.

B. CONDITIONAL PROBABILITY.
“Conditional Probability” is in one sense the
probability that event “q” will occur given
that event “p” has occurred. The conditional
probability of “q”, given “p”, is indicated by
the symbol “P(q|p)”. Conditional Probability
can also involve our level of confidence that
a condition or circumstance exists, based on
the information we know. In such an instance,
“P(q|p)” describes not probability of outcomes
of a series of future events, but instead the
probability that a particular condition “q”
exists given that condition “p” has been
proven to exist. Conditional Probability can
also be used as a way to quantify Inductive
Logic, when you assess the probability that a
hypothesis is true given new evidence. This
formulation would be “P(hle)”, or the
probability of hypothesis “h” given evidence
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1. Where Probabilities Can Be
Determined With Certainty. In some
instances, all possible outcomes and the
probability of each are known in advance. An
example is the probabilities of “heads” or
“tails” in a series of coin tosses.

a. Prior Probability. In a particular
situation, it may be possible to determine the
probabilities of different outcomes in advance.
This would be an instance of “Prior
Probability.” The Prior Probability of the
outcomes from tossing two coins can be easily
determined: Example:

*The probability of “A or B” occurring is the probability
of A added to the probability of B. Stated symbolically,
P(A V B) + P(A) + P(B). This holds true only if the events
are mutually exclusive. If not mutually exclusive, then P(A
V B)=P(A) + P(B) - P(A A B).
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You are going to toss a nickel and then toss a
dime, and determine the likelihood of having
two “tails.” There are four possible outcomes,
reflected in the following table (where “H”
means “heads” and “T” means “tails”:

Nickel Dime
H H
H T
T H
T T

The table is similar to a Truth Table because
both analyses are bivalent (True-False and
Heads-Tails). It can be seen that, before any
coin tossing is done, the probability of two
“heads” is 1 out of four 4 (1/4), the probability
of one “head” and one “tail” is two out of four
(*2), and the probability of two “tails” is one
out of four (1/4), for a total of 1. By the way,
it doesn’t matter if the coins are flipped in
sequence or simultaneously, the probabilities
of outcome are the same.

b. The Monty Hall Dilemma. The Monty
Hall Dilemma is named after the Monty Hall,
the host for the television games show Let's
Make a Deal, which aired from 1963 to 1976.
The problem came to the world's attention
through two 1990-91 Parade Magazine
column of Marilyn Vos Savant, reputedly the
world's smartest person. Craig F. Whitaker, of
Columbia, Maryland, sent the following
question:*®

Suppose you're on a game show, and
you're given the choice of three doors.
Behind one door is a car, behind the
others, goats. You pick a door, say #1,
and the host, who knows what's behind
the doors, opens another door, say #3,
which has a goat. He says to you, "Do
you want to pick door #2?" Is it to your
advantage to switch your choice of
doors?

Vos Savant answered:



Yes; you should switch. The first door
has a 1/3 chance of winning, but the
second door has a 2/3 chance. Here's a
good way to visualize what happened.
Suppose there are a million doors, and
you pick door #1. Then the host, who
knows what's behind the doors and will
always avoid the one with the prize,
opens them all except door #777,777.
You'd switch to that door pretty fast,
wouldn't you?

Vos Savant's answer created a storm of
controversy. She received nearly 10,000
letters, including letters of protest from
highly-degreed individuals who disagreed
with her, and were sometimes condescending.
An example:

You blew it, and you blew it big! Since
you seem to have difficulty grasping the
basic principle at work here, I'll explain.
After the host reveals a goat, you now
have a one-in-two chance of being
correct. Whether you change your
selection or not, the odds are the same.
There is enough mathematical illiteracy
in this country, and we don't need the
world's highest 1Q propagating more.
Shame!

Scott Smith, Ph. D.
University of Florida

Vos Savant answered these complaints as
follows:

Good heavens! With so much learned
opposition, I'll bet this one is going to
keep math classes all over the country
busy on Monday.

My original answer is correct. But
first, let me explain why your answer is
wrong. The winning odds of 1/3 on the
first choice can't go up to 1/2 just because
the host opens a losing door. To illustrate
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this, let's say we play a shell game. You
look away, and I put a pea under one of
three shells. Then I ask you to put your
finger on a shell. The odds that your
choice contains a pea are 1/3, agreed?
Then I simply lift up an empty shell from
the remaining other two. As I can (and
will) do this regardless of what you've
chosen, we've learned nothing to allow us
to revise the odds on the shell under your
finger.

The benefits of switching are readily
proven by playing through the six games
that exhaust all the possibilities. For the
first three games, you choose #1 and
"switch" each time, for the second three
games, you choose #1 and "stay" each
time, and the host always opens a loser.
Here are the results.

Game Doorl Door2 Door3 Result

#1 Auto  Goat  Goat  Switch/Lose
#2  Goat Auto Goat  Switch/Win
#3  Goat Goat Auto  Switch/Win
#4  Auto Goat Goat  Stay/Win
#5  Goat Auto Goat  Stay/Lose
#6  Goat Goat Auto  Stay/Lose

When you switch, you win 2/3 of the time
and lose 1/3, but when you don't switch, you
only win 1/3 of the time and lose 2/3. You
can try it yourself and see. Alternatively,
you can actually play the game with another
person acting as the host with three playing
cards—two jokers for the goat and an ace
for the prize. However, doing this a few
hundred times to get statistically valid
results can get a little tedious, so perhaps
you can assign it as extra credit—or for
punishment! (That'll get their goats!)

The foregoing is an example of Conditional
Probability, and the fact that in certain
situations one event can affect the probability
ofthe next event. Recalculating odds based on



new information is determining Posterior
Probability, discussed in the next section.

c. Posterior Probability. If the probability
of a sequence of events is considered, the
probability of the ultimate outcome can
change from its Prior Probability as each
event occurs. In the example of two coins
flipped in succession, consider the
probabilities calculated after the first coin is
tossed. If the first coin came up “heads,” the
probability of having two “heads” after the
next coin toss is %2, the probability of having
one “head” and one “tail” is 1/2, and the
probability of having two “tails” is zero. The
probability after the first coin toss is called
“Posterior Probability.” In a multi-event
series, the Posterior Probability can be
recalculated after each event.

The Posterior Probability, or “what is the
probability of q given p?”, can vary from zero
(when p - —q) to one (when p -~ q), or
anywhere in between, when the implication
relationship is not absolute. Symbolically, the
probability of “q” given

“P(q|p)”.
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p” is shown as

The accepted way to calculate the Conditional
Probability of an event or condition, based on
information received after the Initial
Probability was calculated, is Bayes’
Formula.*” The theorem behind Bayes’
Formula is that the probability that event B
will occur, given that event A has occurred,
depends not only on the relationship between
B and A but also on the likelihood of B
without regard to A, and the likelihood of A
without regard to B. Stated differently, there
are three parameters involved in Bayes’
Theorem: the prior degree of belief in the
claim, how likely the evidence would be if the
claim were true, and how likely the evidence
would be if the claim were false.?*

Conditional Probability applies not just to
outcomes of sequential events. It also applies
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to recalculating the probability that a certain
condition exists, based on increasing amounts
of information. An example would be: what is
the probability that a female patient has breast
cancer, given a mammogram indicating the
presence of cancer? Bayes’s Formula applied
to updating a hypothesis based on new
information is:

P(H|D) = P(D|H) P(H)
P(D)

where, H is the hypothesis, D is the data, P(H)
is the prior probability of H (i.e., the
probability that H is correct before seeing the
data D), P(D|H) is the conditional probability
of seeing the data D given that H is true
(called “the likelihood™), P(D) is the marginal
probability of D (i.e, the probability of
witnessing the data under all possible
hypotheses), and P(H|D) is the posterior
probability (the probability that H is true,
given the prior belief regarding H, and D).?*

A Bayes’ Formula Calculator is available on-
line.””” Bayes’ Formula can be used for
“assessing the likelihood of an event by
updating a prior probability in light of new
evidence.”*

2. Where Probabilities Cannot Be
Determined With Certainty. In most
instances in real life, the probabilities of
different outcomes cannot be determined by
probability theory alone. For example, the
probability of Barak Obama’s winning the
U.S. presidency was generally discounted
before the lowa caucuses. With the additional
information that Obama won the Iowa
caucuses, the probability of his election
increased. With the additional information
that Hillary Clinton won the New Hampshire
primary, Obama’s probability of election
diminished. When Obama won the South
Carolina primary, his chances of being elected
president increased again. When Obama won
the Democratic nomination, his chances of



election became very high. In each instance,
the probability of Obama’s being elected
president changed as new events came
forward. This is a form of Posterior
Probability, “P(q|p)”, only with multiple
events: “P(q|p;, Py, P3» Pas Ps - - - P)”» Where
“q” 1s the probability that Obama would be
elected president and where “p," is the first
piece of information, “p," is the second piece
of information, and “p,” is the final piece of
information.

Expressed in terms of Conditional Probability,
Modus Ponens (“p - q7) is expressed
“P(q|p)”. Expressed in terms of Conditional
Probability, Modus Tollens (“—p - —q”) is
expressed “P(—p|—q)”.

The late Berkeley Logician Earnest W. Adams
suggested that people normally don’t suggest
probabilistic Conditional Propositions unless
they think the “subjective probability” of the
Implication is high. Subjective Probability in
this sense is: P(b|a) = P(ba) + P(a).

C. BELIEF REVISION. It is sometimes
necessary to apply reasoning to Conditionals
that do not fit the True-False dichotomy of
bivalent Logic or even differing degrees of
probability. Some theorists have proposed a
belief-based approach for those situations.
“Belief revision” refers to the process of
changing beliefs based on new information. In
1929, Frank Ramsey suggested that when
people accept a Conditional Proposition “if A
then C” they are “fixing their degree of belief
in C given A.” Ramsey proposed what has
become known as The Ramsey Test: to decide
whether to believe a Conditional Proposition
in the face of new information, provisionally
or hypothetically add the updated Antecedent
to your stock of beliefs, and consider whether
to believe the Consequent.’”” The Bayesian
approach to conditional probability relates
probabilities to subjective degrees of belief.*!’
But belief revision must still occur even when
probabilities cannot be determined.
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XI. REASONING BY ANALOGY. In
Logic, an analogy is an inference that,
because two things are similar in some
respects, they are therefore similar in other
respects. When we reason by analogy, we
compare something new to something familiar
and, if the comparison is close enough, we
treat the new like we would the familiar. If the
familiar is A, and the new is B, the validity of
the inference that B is like A depends on the
degree of similarity between B and A. If the
similarities are few, then the inference is
weak. If the similarities are not relevant to the
matter at hand, then the inference is weak.
Analogy operates with points of comparison,
where aspects of the familiar, A, are matched
to aspects of the new, B. The forensic
matching of fingerprints using points of
comparison is a classic example of reasoning
by analogy. But the strength of the analogy is
not just quantitative; it is also qualitative. The
quality of the analogy is more compelling
when the similarities are relevant to the matter
under consideration. Dissimilarities between
the two items being compared can degrade the
analogy.

In discussions about reasoning by analogy, the
familiar item is called the “Source” and the
new item we are comparing is called the
“Target.” Because analogy operates from the
particular to the particular, it is often
differentiated from deductive reasoning
(which moves from the general to the specific)
and inductive reasoning (which moves from
the specific to the general). Francis Bacon and
John Stuart Mill, however, believed that
analogy is just a special case of inductive
reasoning, where the Source has features A,
B, and C, while the Target has features A and
B, and the conclusion is reached that the
Target likely also has feature C. Stated
differently, reasoning by analogy is reasoning
from the existence of some similarities
between two items to the existence of other
similarities between those items. Another
distinction is that analogy is based on one



Source, whereas Inductive Logic is generally
based on a large number of samples, the more
the better. Reasoning based on a number of
common features is called “homology.”"
However, reasoning by analogy can be
viewed more abstractly, where things that are
physically dissimilar can be viewed as
matching from a conceptual perspective. This
type of analogy is described: “A isto B” as “C
is to D”. Example: “Hand is to palm as foot is
to sole.” The palm of the hand and the sole of
a foot are physically dissimilar, but the
relationship between the hand and the palm
can be said to be analogous to the relationship
between the foot and the sole. This has been
called “shared abstraction.”

An analogy is strong or weak depending upon
the competition between the similarities and
dissimilarities of the objects being compared
and the extent of the “unexplored region of
unascertained properties.”*'* However, there
may also be a competition between competing
analogies.””> Where the similarities between
the objects being compared are many, and the
dissimilarities minor, then argument from
analogy can approach in strength a valid
deduction.”'* Where the similarities are weak,
or the dissimilarities strong, or the
“unexplored region” very great, then the
analogy reduces to a mere guide-post pointing
the direction for more rigorous examination.*"

Analogies are a common method of
argumentation, where something unfamiliar to
an audience is analogized to something
familiar, or something complex is analogized
to something that is easier to understand.
Many trials of complex issues end up being
presented to juries as a contest between two
competing over simplified analogies.

“False Analogy” or “questionable analogy” is
a belief or perception that two different items
are sufficiently similar that the principles that
apply to one are applicable to the other when
the similarities are not strong enough to
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support that Conclusion. In common parlance
we say: “That’s comparing apples and
oranges.” A legal argument that a prior case is
“distinguishable” is a claim of false analogy.
There are nearly always differences between
the Source and the Target. The question is
whether these differences are material.

In argumentation, analogy sets up the
argument that, where two situations are
similar in some ways, then what holds true for
one situation must hold true for the other
situation. In legal disputes, analogy is often
used to determine which principles of law
should be applied to resolve the dispute.
Professor Edward Levi suggested that
reasoning by analogy in the common law
involves three steps: (1) establishing that the
current case is similar to an earlier case; (2)
determining the rule of law used to resolve the
earlier case; (3) applying the same rule of law
to the current case.*'

A clear example of reasoning by analogy is
the case of Kyllo v. U.S.,”"” where the U.S.
Supreme Court had to decide whether the
government’s use, at a distance, of a “thermal
imaging device” (heat sensor) to detect whe-
ther a person was using high intensity lights in
his home that are needed to grow marijuana,
constituted a “search” that required probably
cause and a search warrant under the Fourth
Amendment. The Supreme Court analogized
the technique as being similar to the sound
waive interception that was held, in Katz v.
United States, to require probable cause and a
search warrant. Thus, because of the similarity
between the non-physical detection of voice
waves and the non-physical detection of heat
waves, the rule applying to sound waves
(Katz) was applied to the case heat waves

(Kyllo).

Here is an example of a court rejecting a
proposed analogy:



Avenell contends, “Once a landlord
conveys the property to a third-party, he is
no longer entitled to collect rent on the
property.” The cases he cites to support
this contention, however, are inapposite.
First, in Ellison v. Charbonneau, a 1936
case from the Fort Worth court of appeals,
the court concluded that when a landlord
evicts a tenant, he is not entitled to the
rent due under the lease. See 101 S.W.2d
310, 314-15 (Tex. Civ. App.--Fort Worth
1936, writ dism'd). But Chrisman did not
evict Avenell; instead, Avenell defaulted
on the lease.”'®

XIl. INFORMAL LOGIC. Informal Logic
is the study of argumentation in natural
language settings. As Aristotle noticed, the
most frequent use of logical principles is in
discussions and arguments. Because the
natural language is easier to understand, many
teachers prefer Informal Logic over Formal
Logic as an approach to teaching
argumentation in their classes, and much
Informal Logic literature has to do with
teaching and learning good and bad
approaches to argumentation.

An historical example of what is today called
Informal Logic is the dialogues of Plato. The
reasoning demonstrated in Plato’s dialogues
are dialectical, meaning that truth is pursued
through a dialogue of two or more persons,
whose point-counter-point discussion leads to
an unmasking of weak arguments and a
greater understanding of the point being
debated. The Socratic Method is a type of
dialectical process, where two individuals
with opposing views ask each other questions
and give each other answers in an effort to
prove that the argument of the other wrong.
The Socratic Method has been loosely adapted
to law school education, where the professor
calls upon a first-year student to explain the
legal principle underlying a court ruling and
then defend it against counter-arguments or
against reconfigured hypotheticals posed by
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the professor that require the student to apply
the legal principle to shades of different facts.

Nowadays Informal Logic talks about many
of the same subjects addressed by Formal
Logic, but in more conversational terms. The
requirement of Deductive Logic that Premises
be true is abandoned as not reflecting the
issues most people deal with in their daily
lives. And the structure attributed to
argumentation is not Deductive Logic.

The first International Symposium on
Informal Logic occurred in 1978. Early work
on argumentation schemes focused on
fallacies, as examples of argumentation
schemes to avoid. This approach has been
criticized on the ground that it is hard to teach
good argumentation skills by studying the
bad. Another criticism is that in many
instances supposedly-fallacious arguments are
appropriate. For example, an appeal to
authority is considered to be a fallacy of
argumentation and yet, in legal
argumentation, it is expected that both sides
will appeal to legal authorities that favor their
positions. Ad Hominem attacks are a
fallacious argument, and yet many ad
Hominem attacks are valid attacks on the
credibility of the person whose statements are
being evaluated. And even logical fallacies
can lead to valid insights or can be used to
generate plausible hypotheses.?”® This
suggests that the invalidity of a fallacy is
determined not just by the structure of the
fallacy, but also by its content.”*’ Fallacies of
Argumentation are discussed in Section XV.

Informal Logic has also developed what it
calls “argumentation schemes,” which are
models of how arguments are constructed and
presented in everyday discourse, including
law and science. They include elements of
Logic but are not controlled by the principles
of Logic. See Section XVII.



An important part of Informal Logic is
accepting uncertainty or even inaccuracy
about one’s propositions. Arguments need not
be 100% right; they may be “defeasible,”
meaning subject to invalidation. See Section
XVILB. It is possible that a partially-false or
even entirely-false Premise might support the
Conclusion of a good defeasible argument. In
this light a good argument is not just one that
is Valid and Sound. A good argument is also
one that fulfills its purpose even if it is Invalid
or Unsound.*”!

XIll. THE SPECIAL LOGIC OF
STATUTORY INTERPRETATION. While
much of what is written above applies to
courts determining the meaning of statutes,
the analysis of statutory interpretation has
come to be dominated by fundamental issues
about how humans interact with language and
how meaning is derived from or attributed to
words and other symbols.””> Additionally, a
set of rules of interpretation have developed
that are designed for the purpose of
interpreting statutes. Statutory interpretation
problems can arise from vagueness or
ambiguity or amphiboly in the statutory
language, conflicts between statutes, and
conflicts with constitutional provisions.
Statutory interpretation problems can also
arise when it is not clear, in a particular case,
whether a statute applies, and if so, how it
should be applied to resolve the dispute. A
person’s approach to resolving these
difficulties is influenced by a person’s
philosophy of language, political philosophy,
and method of perceiving and reasoning.

A. PHILOSOPHY OF INTERPRETING
STATUTES. Much has been written about
the philosophy of interpreting statutes, both
by judges and by law professors and even
professors in other fields. In all instances the
courts say that they are attempting to
determine legislative intent.”” As Justice
Reed pointed out:
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The interpretation of the meaning of
statutes, as applied to justiciable
controversies, is exclusively a judicial
function. This duty requires one body of
public servants, the judges, to construe the
meaning of what another body, the
legislators, has said.?**

At the present time there are three main
schools of thought about statutory
interpretation: textualist; intentionalist; and
purposivist. The differences can be explained
as a debate over what information a court
should consider in interpreting a statute. Chief
Justice John Marshall once wrote: “Where the
mind labors to discover the design of the
legislature, it seizes everything from which
aid can be derived.””® Analysis indicates that
some judges who have identified themselves
with a particular philosophy of statutory
interpretation sometimes use that approach
and sometimes do not, depending on whether
it adds to or detracts from their position in a
particular case. Additionally, although legal
writers have published many weighty writings
about different approaches to statutory
interpretation, it is not at all clear that the
judiciary is influenced by the intellectual
debate.

1. Textualist Approach. The strict
statement of the textualist view was given by
the Texas Supreme Court in 1920:

Courts must take statutes as they find them.
More than that, they should be willing to
take them as they find them. They should
search out carefully the intendment of a
statute, giving full effect to all of its items.
But they must find its intent in its language
and not elsewhere . . . .**

Textualists no longer subscribe to the view
that only the wording of the statute may be
considered. Generally, however, the textualist
position says that the words of the statute are
the preeminent indicators of legislative intent.



After all, it is only the language of the statute
that passed both houses of the legislature and
was signed by the chief executive. Committee
reports, bill analyses and testimony at
committee hearings were voted on by no one.
Proponents of the textualist view argue that
words have fixed meanings that can be
objectively discerned. In case of vagueness or
ambiguity, descriptive canons can be used to
resolve uncertainties of meaning. Textualists
do not approve looking at legislative history,
because committee reports and floor debates
reflect the views of only a few legislators, and
because such information is not as readily
available to the public as the language of the
statute itself, raising an issue as to whether the
statute gives fair notice of what is allowed and
what is prohibited.?’

2. Intentionalist Approach. The intentiona-
list approach calls for courts to use all
relevant indicators of legislative intent, not
just the language of the statute. Going beyond
the words of the statute exposes the analysis
to the risk that the additional information may
not be representative of all, or even a
majority, of legislators. The fact that a witness
may testify to opinions regarding the statute,
or the problem addressed by the statute, in a
committee hearing where some of the
committee members are absent and others are
engaged in conversation, is of limited
usefulness in determining legislative intent.

Psychologists who study decision-making
suggest that, after a point, adding more
information can reduce the quality of the
decision.”®

What is legislative intent anyway? Possible
answers to this question are problematic.
Legislation typically has several sponsors,
who are not necessarily of one mind regarding
intent, and a bill often undergoes changes
suggested by non-sponsors as it passes
through the legislative process.””” The Texas
Supreme Court said that “the intent of an
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individual legislator, even a statute's principal
author, is not legislative history controlling
the construction to be given a statute. It is at
most persuasive authority as might be given
the comments of any learned scholar of the
subject.”?’ Professor Levi said “it cannot be
forgotten that to speak of legislative intent is
to talk of group action, where much of the
group may be ignorant or misinformed.”*'
And true intent of Congress or a state
legislature is a fiction anyway, because many
votes are along party lines, some bills
(especially in the U.S. Congress) are too big
for any Congressman or Senator to read in the
available time, and it is self-evident that the
Congress and Senate (or upper and lower
house in a state legislature) cannot be said to
have a unified intent on anything, except for
the simplest, most cut-and-tried propositions.
Justice Cardozo wrote:

'"The fact is,' says Gray in his lectures on the
'Nature and Sources of the Law,' 'that the
difficulties of so-called interpretation arise
when the legislature has had no meaning at
all; when the question which is raised on the
statute never occurred to it; when what the
judges have to do is, not to determine what
the legislature did mean on a point which
was present to its mind, but to guess what it
would have intended on a point not present
to its mind, if the point had been present.'

3. Purposivist Approach. The purposivist
approach to statutory interpretation says that
the meaning of a statute should evaluated in
light of the purpose behind the legislation.
U.S. Supreme Court Justice Stephen Breyer is
a noted proponent of this view. He has
explained and justified his position in writings
and speeches over the years. In his 2005 book,
ACTIVE LIBERTY: INTERPRETING OUR
DEMOCRATIC CONSTITUTION, Justice Breyer
wrote:

At the heart of a purpose-based approach
stands the “reasonable member of



Congress”—a legal fiction that applies, for
example, even when Congress did not in
fact consider a particular problem. The
judge will ask how this person (real or
fictional), aware of the statute’s language,
structure, and general objectives (actually or
hypothetically), would have wanted a court
to interpret the statute in light of present
circumstances in the particular case.”*

In a 1991 law review article, Judge Breyer
(then Chief Judge of the First Circuit Court of
Appeals) articulated five instances where
legislative history was important: ‘(1)
avoiding an absurd result; (2) preventing the
law from turning on a drafting error; (3)
understanding the meaning of specialized
terms; (4) understanding the “reasonable
purpose” a provision might serve; and (5)
choosing among several possible “reasonable
purposes” for language in a politically
controversial law.”?** Justice Breyer
interpreted the “intent” of Congress as
Congress’s “purpose.” He argued that the
purpose of a statute could be determined
without regard to the private motive of each
legislator in voting for or against the statute.”*
In Houston Bank & Trust Co. v. Lee, 345
S.W.2d 320,322-23 (Tex. Civ. App.--Houston
1961, writ dism'd), in arriving at legislative
intent, the court cited and quoted from articles
published by members of the State Bar
committee that drafted the Texas Probate
Code.

B. CANONS OF
CONSTRUCTION.

STATUTORY

1. Code Construction Act. The starting
point for interpreting a Texas statute is the
Texas Code Construction Act, Tex. Gov’t
Code ch. 311, which contains a number of
rules that the Legislature has given to courts
to control and standardize the way courts
interpret Texas statutes. Tex. Gov't Code Ann.
§ 311.021 says that, in construing codes, the
Legislature intends: that the statute be
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constitutional, that the entire statute be
effective, that the statute lead to a just and
reasonable result, that execution be feasible,
and that public interest be favored over
private interest.

The Texas Government Code settles the
textualist-intensionalist-purposivist debate in
Texas. Section 311.023 says that, in
construing a code, whether or not ambiguous,
the court may consider: the object sought to
be attained; circumstances under which the
statute was enacted; legislative history;
common law and former statutes;
consequences of a particular construction;
administrative construction of the statute; and
title, preamble and emergency provision.
Section 312.005 says, "[i]n interpreting a
statute, a court shall diligently attempt to
ascertain legislative intent and shall consider
at all times the old law, the evil, and the
remedy." Section 312.006 says that “[t]he
Revised Statutes are the law of this state and
shall be liberally construed to achieve their
purpose and to promote justice.” The pros and
cons discussed in the mnational debate
regarding textualist, intentionalist, and
purposivist approaches to statutory
interpretation remain as considerations that
courts should keep in mind in deciding the
scope and weight of information they will
consider in ascertaining statutory intent.

2. Common Law Canons of Construction.
In addition to the Code Construction Act,
there are a number of “canons” of statutory
construction that have been set out in case
law. This discussion is a thumbnail sketch, as
a full discussion would take an entire article to
itself.

Theorists divide the canons of statutory
construction into “descriptive canons” and
“normative canons.”*** Descriptive canons are
designed to aids courts in determining the
meaning of the words in the statute.
Normative canons, which involve policy-



based choices, come into play when the
standard methods of discerning the meaning
of the words fails to pinpoint the meaning.

Descriptive canons include:

« Plain/Common Meaning®’

* Ejusdem generis™®

« Expressio unius est exclusio alterius®’

* In pari materia®*

» Noscitur a sociis*'

* Reddendo singula singulis

* Generalia specialibus non derogant

« Construe the statute as a whole®*

« Construe the statute to have effect’

* Presume adoption of court interpretations of
identical prior statutes**

* “And” and “or” are not interchangeable

242
243

247

Normative canons include:

* Avoid constitutional issues®*®

« Assume constitutionality**

* Presumption against retroactivity

» Consider all laws bearing on the same
subject®'

o If statutes conflict, find the dominant
legislative intent**

« Harmonize with other relevant statutes®”

* Avoid an interpretation that would make a
provision absurd or meaningless®**

250

Some normative canons for federal courts
include:

« Avoidance of constitutional issues*”

« "Charming Betsy" canon™*

* Interpretation in light of fundamental
values®’

* Rule of lenity

« Avoidance of abrogation of state sovereign-

£y

» Deference to administrative interpretations®®

258

Problems occur when two or more canons
apply to an issue, and the court must
determine which canon receives precedence.
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It is generally held that normative canons are
subordinate to descriptive canons, and should
be used only when descriptive canons fail to
resolve the uncertainty.*'

XIV. RHETORIC. Ancient Greece was
governed by a council of landed aristocrats,
who selected certain individuals of the group
to serve as executives. Around 590 B.C., the
ruling council appointed one of their
members, named Solon, to draft political
reforms to stimulate economic growth and
political cohesion. Solon’s reforms allowed
more participation in government processes
by a broader range of Greeks. In 508 B.C., the
Greeks opened government further by
creating the Assembly, which was a policy-
making body made up of all male citizens
over the age of twenty. A court system was
established, that allowed citizens to seek legal
redress but, as there was no class of lawyers,
litigants had to plead their own cases to a jury
of citizens. The structure of Greek
government permitted advantages to those
who could speak effectively in public in
support of their own goals and interests, and
against inimical goals and interests. Over
time, the Greeks studied effective persuasive
speaking and developed approaches to
teaching the ways to communicate effectively.
While philosophers like Plato were interested
in how to effectively communicate
philosophical truths, his student Aristotle was
more interested in techniques of effective
communication independent of the subject
matter, regardless of whether the occasion
was a funeral oration, a religious speech, a
legal proceeding, deciding a political
question, or just having a conversation with
friends.

Here are some definitions of Rhetoric, over

the ages”®*:

Plato: Rhetoric is "the art of winning the
soul by discourse."



Cicero: "Rhetoric is one great art comprised
of five lesser arts: inventio, dispositio,
elocutio, memoria, and pronunciatio."
Rhetoric is "speech designed to persuade."”

Quintillian: "Rhetoric is the art of speaking
well."

Francis Bacon: Rhetoric is the application
of reason to imagination "for the better
moving of the will."

George Campbell: “[Rhetoric] is that art or
talent by which discourse is adapted to its
end. The four ends of discourse are to
enlighten the understanding, please the
imagination, move the passion, and
influence the will.”

A. Richards: “Rhetoric is the study of
misunderstandings and their remedies.”

Kenneth Burke: "Wherever there is
persuasion, there is rhetoric, and wherever
there is rhetoric, there is meaning."

Aristotle wrote a book about techniques of
persuasive argumentation, entitled Rhetoric.
To quote Aristotle:

Rhetoric may be defined as the faculty of
observing in any given case the available
means of persuasion.

Aristotle distinguished Rhetoric from other
fields of study, like medicine (which deals
with what is healthy and unhealthy), or
geometry (which deal with the properties of
magnitudes), or arithmetic (which deals with
numbers). Other fields deal with their special
content. Rhetoric involves “the power of
observing the means of persuasion on almost
any subject presented.”

Aristotle broke Rhetoric down into three
areas:
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Of the modes of persuasion furnished by
the spoken word there are three kinds. The
first kind depends on the personal
character of the speaker; the second on
putting the audience into a certain frame
of mind; the third on the proof, or
apparent proof, provided by the words of
the speech itself.

Today, Aristotle’s three parts are called Ethos,
Pathos, and Logos. “Ethos” (the Greek word
for “character”) is the perceived
trustworthiness of the speaker. “Pathos” (the
Greek word for “suffering” or “experience”)
is an appeal to an audience’s emotions.
“Logos” (the Greek word for “word”) is an
argument based on reason.*?

In the years since Aristotle, much has been
added to Aristotle’s analysis of Rhetoric. For
example, Rhetoric has been divided into five
parts: invention, arrangement, style, memory,
and delivery. Aristotle’s concepts sometimes
seem quaint, or even strange, but his
perspective has proven durable, and with the
elaborations developed in the Middle Ages,
plus the recent additions of communications
theory, psychology, and neuropsychology,
have created an important body of knowledge
regarding effective communication.
Aristotle’s approach to studying persuasive
speech remains relevant today.

A. APPEALS TO ETHOS. In traditional
Rhetoric theory, Ethos is persuasiveness
attributable to the actual or perceived
character of the speaker or writer. Aristotle
viewed Ethos as something invented by the
speaker and created during the speech.
Aristotle commented: “[There is persuasion]
through character whenever the speech is
spoken in such a way as to make the speaker
worthy of credence . . . . And this should
result from the speech, not from a previous
opinion that the speaker is a certain kind of
person.”*** Roman Rhetoricians viewed Ethos
differently, for in Rome a person’s credibility



and the weight of his words were intertwined
with his family history.?® It is said that Ethos
is influenced by the speaker’s attitude toward
the audience. The attitude can vary from
formal to informal, and can vary from time-to-
time wihtin one speech. One way that a
speaker’s attitude is conveyed to the audience
is through tone. Tone is the feeling the
audience perceives about the speaker’s
attitude. Tone is conveyed through word
choice and sentence structure.

B. APPEALS TO PATHOS. Pathos is the
approach of swaying the audience by
emotional appeal, rather than by logical
argument. Such emotions might include love,
fear, patriotism, guilt, hate, joy, pity,
attraction, etc. Emotional effect is often
achieved through vivid and concrete language,
emotionally-loaded words, honorific and
pejorative words, emotional narratives or
anecdotes that bring the issue being
considered “to life,” metaphors, similes, and
symbols that trigger emotional reactions.
Some writers include in Pathos appeals to an
audience’s sympathies, an effort to have the
audience identify with the speaker or writer.
Many of the Rhetorical Fallacies are in fact
tried-and-true effective appeals to Pathos. See
Section XV.

While an emotional appeal today is sometimes
seen as inferior to intellectual argument,
Aristotle did not view it that way. Aristotle
saw humans as having a rational element and
an emotional element.”® Since both the
intellect and emotions are a part of human-
ness, any study of persuasion by necessity
must attend to the way that speakers and
writers can affect emotions.®’

An explicit appeal to emotions, by telling the
audience how to feel, is seldom successful.
Instead, the speaker or writer must use
techniques to create or re-create situations in
which emotions naturally arise.
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C. APPEALSTO LOGOS. The Greek word
“Logos” has a rich and varied background in
the history of ancient philosophy. As used by
Aristotle in Rhetoric, “Logos” is an argument
that persuades through reasoning, often
sequential steps, and often arguing from
premises to conclusions. To Aristotle, the
typical structure for arguments that appeal to
Logos is the Syllogism, which appears in
speech in a truncated form that Aristotle calls
the “Enthymeme.”

1. Syllogism. A Syllogism is a three-pronged
deductive argument with two overlapping
Premises that lead with certainty to a
Conclusion. If the two Premises are proven,
then the Conclusion necessarily follows. See
Section VIIL.B.

2. Enthymeme. In the section of this Article
relating to Deductive Logic, an Enthymeme
was described as a truncated Syllogism or
truncated Conditional Proposition in which
part or all of one or more of the Premises or
Conclusion, or Antecedent and Consequent, is
not explicitly stated. It usually has the form of
the Conclusion coupled with a reason
(typically the Major Premise).”® In Logic,
unlike pure deductive arguments, Enthyme-
mes are not required to lead to the Conclusion
with absolute certainty. In Rhetoric, an
Enthymeme has an additional aspect. In
Rhetoric, an Enthymeme is an argument in
syllogistic form that has as its premise a belief
or value that the writer or speaker thinks is
shared by the audience.”® These shared
beliefs or values are sometimes called
“Commonplaces.” Aristotle made clear that
rhetorical Enthymemes appeal to the rational,
not the emotional, part of the audience. But
Enthymemes substitute a kind of Informal
Logic for formal Deductive Logic developed
elsewhere by Aristotle.*”

(a) Advantages and Disadvantages of
Commonplaces. Using Premises that the
audience will accept without preliminary



justification avoids the difficulties of proving
that the Premises are true. This allows the
speaker to move directly into the argument
phase in which s/he attempts to persuade the
audience that the Premises of the argument
leads to the Conclusion. Because many
Commonplaces that might be used in an
Enthymeme are (i) ill-defined, (ii) true only to
a degree or depending on circumstances, (iii)
contradict other beliefs or feelings held by the
audience, or (iv) may have different effects on
different audiences, the process of
constructing and winning arguments does not
have the clarity of valid Deductive Logic
(where true Premises lead by necessity to a
correct Conclusion), or even valid Inductive
Logic (where a sufficient number of well-
chosen particulars support a general principle
to an acceptable degree of likelihood).””!

(b) Selection of Enthymemes. An important
and interesting part of Aristotle’s writing on
Enthymemes relates to the “places” (in Greek
topoi) where a speaker can go to find
Commonplaces to use in an argument. The
300-400 enthymatic topics suggested by
Aristotle in his books TOPICS and RHETORIC
are only partially relevant for the present time,
but recent publications have modernized
Aristotle’s topics*” and the Internet gives
topic-hunters a limitless number of
opportunities to find Commonplaces for
Enthymemes. You can search for current
events, jokes, quotations, proverbs, maxims,*”
adages,”™* aphorisms, gnomes,*” paroemia,*’®
sententia,””” quotations from famous persons,
and even for lists of enthymatic structures and
topics.”’® In legal arguments, the
Commonplaces include rules of law, legal
maxims, court decisions that have become
symbolic (e.g., Miranda, Roe v. Wade, etc.),
iconic documents (e.g., the Declaration of
Independence, the U.S. Constitution, the
Emancipation Proclamation, M. L. King Jr.’s
letter from Birmingham jail, etc.); the list goes
on.
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3. Sorites. A Sorites in Rhetoric is a
concatenated Enthymeme, or a chain of claims
reasoned from an original premise to a
conclusion. See Section XIV.C.3. A Sorites is
needed when there are many steps between
the initial premise and the conclusion. The
1961 song popularized by the Kingston Trio,
Where Have All the Flowers Gone?, is a
poetic example of a Sorites Enthymeme.*”

4. Inductive Inference. Inductive Inference
is deriving a probable conclusion about a
large number of people or things based on a
small number of instances. In modern times,
this usually takes the form of test results or
surveys that are subjected to statistical
analysis to arrive at conclusions.
Occasionally, however, when it is necessary
to develop a new rule of law (rare) or a new
application of existing rules (infrequent), this
can be done by inductive reasoning from
individual rulings.

5. Analogy. An analogy is a comparison
between two different things used to highlight
some point(s) of similarity. Linguistically, an
analogy sets up a comparison between two
items, but does not suggest a total
identification, like a metaphor does.”® From a
logical perspective, arguing from analogy is
reasoning from parallel cases or parallel fact
patterns.”®' The greater and more germane the
similarities between the items being
compared, the stronger the analogy and the
conclusions that can be drawn from it.

6. Simile. A simile is a figure of speech in
which two dissimilar things are explicitly
compared, usually in a phrase